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Abstract  
The paper studies the pass-through effect of primary sovereignty risk on bank 
stability. For this reason, we followed a new approach using on-site bank balance 
sheet information to construct our proxy, which represents each bank stability 
condition and uses a variety of internal and external factors to estimate a balance 
panel two-step General Method of Moments (GMM) approach for the period 2008 
Q03 – 2015 Q03. The main findings provide strong empirical evidence supporting 
the view that primary sovereignty risk negatively affects bank stability. However, 
the pass-through effect of primary sovereignty risk is found to be relatively low. 
Rather improving macroeconomic and financial market conditions are found 
to be important components through which banks become more immune. The 
rest of the results imply that other bank-specific indicators, namely the extent 
of intermediation, off-balance sheet active, excessive capital, credit risk and 
profitability do not have a significant effect.

JEL Classification: C26, E32, E43, G21, H63
Key words: Bank Fragility, Primary Sovereignty Risk, Panel Data, Dynamic GMM
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1. Introduction

The recent global financial crisis (henceforth, GFC) of 2007 – 2009 highlighted 
yet again that the stability of the Albanian financial sector is largely dependent on 
the banking system [Bank of Albania, (2015)], mainly because the banking system 
constitutes the spinal cord of economic activity, which is seriously hampered, if 
banks, the most prominent agents in financial markets, exhibit some turbulent 
moments and cannot properly execute their financial function. This became even 
more evident in view of a possible Greek default crisis to which banking systems 
across the Central Eastern and South Eastern European (henceforth, CESEE) 
countries, and in particular Albania, were faced with some important challenges. 
Firstly, banks had to finance a non-austerity Albanian fiscal policy, at a time when 
financial markets started questioning the solvency of countries with a high debt 
burden on the verge of the possibility of Greek defaults, while rising spreads became 
the main driver in the run-up to a possible systemic risk for all European banks, 
especially in late 2011, and in the summer of 2012 [Black, et al. (2016)]. Secondly, 
the spill-over effects and Albanian banks’ balance sheets problems triggered a 
contraction of the flow of bank lending to other sectors of the domestic economy 
due to the need for de-leverage. Despite an accommodating monetary policy, rising 
spreads were associated with rising banking system instability (See Graph 1 in 
the Appendix) that shows tightening of financing conditions in some sectors and 
significant withdrawals on economy equity and debt funds, making it more costly 
and difficult to support economic activity through lending. 
	 Existing literature provides a fairly comprehensive review of the main internal and 
external determinants on bank stability, but one question of these cases still remains 
to be answered empirically, as there is no evidence on how primary sovereignty 
risk affects bank stability after GFC, particularly in the case of an Emerging Market 
Economy (EME), namely Albania. Therefore, this paper empirically analyses the 
effect of primary sovereignty risk on bank stability, which may ultimately lead to 
bank fragility. For this reason, we use a sample with quarterly data that includes 
16 banks operating in the Albanian banking industry over the period 2008–2015. 
The empirical approach follows a five-step procedure. First, we constructed a new 
composite stability indicator by compiling the on-site bank balance sheet informa-
tion for each of the 16 banks operating in the Albanian banking industry. Second, 
our stability indicator was expressed as a function of bank specific (internal) and 
macroeconomic (external) variables a using panel estimation approach based on 
a two-step Generalised Method of Moments (henceforth, GMM), and, specifi-
cally, the first difference transformation approach. Finally, we performed a variety 
of robustness checks. On the one hand, we included a set of control variables to 
mitigate in return potentially omitted-variable problems which ranged across bank-
specific and market-specific indicators. On the other hand, we further augmented 
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the model to evaluate the extent to which off-balance-sheet activities, which banks 
are engaging in, may have an effect on bank stability.
	 The main findings provide strong empirical evidence supporting the view that 
primary sovereignty risk negatively affects bank stability. However, the pass-through 
effect of primary sovereignty risk is found to be relatively low. At the same time, we 
found that banks are more sensitive to economic activity and growth performance 
and macroeconomic risks linked with it. Other sovereignty risks linked to financial 
market conditions, fiscal stance and the price bubble are also found to significantly 
impact bank stability. Liquidity risk and monetary conditions are also important 
determinants of stability. The trade-offs with stability conditions are observed in 
relation to efficiency operations, while greater stability appears to be boosted in line 
with higher degree of market share and a higher extent of bank capitalisation. We 
also found that the scale at which banks anticipate off-balance sheet activities is 
negatively correlated to bank stability conditions, but this effect is relatively small 
and non-significant. The rest of the results imply that stability conditions are less 
sensitive to the degree of financial intermediation, excessive capital, as well as 
profitability. We did not find a significant effect with regards to credit risk.
	 This paper complements and expands existing literature in several aspects. First, 
this paper neither focused on real episodes of banking crises nor did we use a binary 
approach as a proxy for instability moments, both of which may either provide 
insufficient data for estimation purposes or be based on a threshold level and, 
therefore, may be easily criticised or produce false signals of instability moments. 
In addition, we neither used the Z-score nor did we use a credit risk indicator 
as an in-variant measure of the bank’s risk-taking behaviour and distance from 
solvency, to which Fu et al. (2014) provide some arguments against, as a means 
of bank stability proxies. By contrast, rather than focusing on only one aspect of 
bank risk exposure, e.g., capital, profitability or credit risk, we proceeded by using a 
rather more sophisticated proxy for bank stability, which includes, instead, a wide 
range of information based on consolidated balance sheet data with regards to 
different aspects of bank risks, e.g. capital adequacy, asset quality, earnings, liquidity 
and sensitivity to market risk. Then, our proxy for bank stability was estimated 
through a set of statistical approaches that also included the use of the principal 
component analysis approach. Therefore, we strongly believe that our indicator is 
qualitatively more capable of directly capturing the most common factor identifying 
any possibility of outright bank defaults or/and instability episodes without much 
information loss. This approach is advantageous even for the fact that it avoids any 
pitfalls (e.g., insufficient volume of data or false signals) of using the binary approach 
to crises episodes. To our best knowledge, no previous study has employed such a 
bank stability indicator as the dependent variable to investigate how bank stability 
is affected by the primary sovereignty risk and we believe this is an important step 
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forward towards better understanding the underlying mechanisms. Second, to the 
best of our knowledge, no previous paper has either analysed the effect of primary 
sovereignty risk on bank stability or addressed stability issues regarding EMEs, 
particularity in the case of the Albanian banking system. Third, we focus only on 
the period after GFC and, therefore, provide new insights into the extent to which 
potential internal and external factors explain patterns of bank stability conditions, 
which may be relevant to both investors and regulators. Finally, it avoids any pitfalls, 
as described by Uhde and Heimeshoff (2009), related to data issues and ensures 
comparability across both dependent and independent variables, since it focuses 
only on a single country. Similarly, we do not make use of data from the Bankscope 
database, but, rather, we use data taken from the Bank of Albania, which provides 
the most accurate and reliable dataset on banking data. 
	 The remainder of the paper is structured as follows: The next section discusses 
the literature review. Section 3 presents the methodology with regards to model 
specifications and data. Results are presented in Section 4. The material concludes 
in section 5 with final remarks and policy implications.

2. Literature review

The financial crisis of 2007/2009 has once again brought the issue of bank risk 
to the heart of academic discussion. In the realm of the determinants of bank 
stability, as Hutchison (2002) states, theoretical literature falls under three groups 
of models: ‘bank-run models’, as in, e.g., Diamond and Dybving (1983); ‘adverse 
shock/credit channel’ models, as in, e.g., Bernanke et al. (1992); and ‘moral hazard’ 
models, as in, e.g., Demirgüç-Kunt and Detragiache (2002). The empirical frame-
work identifies several variables consistent with one or more theoretical models 
that fall under two main categories, namely, internal and external determinants. 
The former consist of indicators influenced by the management policy objectives 
and their ability to monitor risks and, thereby, focuses on the characteristic bank 
balance sheet indicators, such as size and asset quality, state of capital structure 
and liquidity, operational efficiency and leverage. Among these studies, Caprio 
and Klingebiel (1997) mention as the main source of bank fragility their ability to 
monitor lending quality, while Dell’ Ariccia, et al. (2008) show that standards may 
decline further during credit and house price crises in order to get into the game. 
Diamond and Rajan (2005) conclude that the reason bank failures are contagious is 
also the same reason that bank assets are illiquid and a systemic liquidity shortage in 
the interbank money market and increasing financial integration can make funding 
liquidity pressures readily turn into issues of systemic insolvency [Jutasompakorn 
et al. (2014)]. Berger and Bouwman, (2013) found that strong capital structure is 
essential to absorb any negative shocks during turbulent episodes. 
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	 The latter category comprises macroeconomic and industry-specific variables 
that are outside the prerogative of bank-specific decisions and policies. Pill and 
Pradhan (1997) confirm a positive correlation regarding credit boom. To that, 
another group falls under heading problems of supervision and regulation patterns 
that consist of issues linked to the legal system and contract enforcement, bureau-
cracy and accounting standards, as well as the state of financial and banking system 
development and deposit insurance instruments [Demirguc-Kunt and Detragiache, 
(2002)]. Eichengreen and Rose (1998) place more emphasis on high interest spreads, 
which, either as a sign of banking problems or of curing inflation or of defending the 
exchange rate, are likely to hurt bank balance sheets, even if they can be passed on to 
borrowers, due to the tendency towards lower solvency conditions. Kaminsky and 
Reinhart (1998) also found that large and deteriorating fiscal deficits tend to increase 
bank crises probability, while the effect of the monetary base is negligible. Among 
these studies, Honohan (2000) finds that crises often occur in the latter part of boom 
– bust cycles, while a number of papers report that crises are less likely to happen in 
countries with strong or positive real growth, lower volatility of inflation pressure 
and better management of international capital [Demirguc-Kunt and Detragiache, 
(2005)]. Jahn and Kick (2012) concluded that the likelihood of bank distress is linked 
more highly to the concentration ratio in bank loan portfolios, and this is linked to 
the fact that specialised banks tend to be more stable than more diversified banks. 
At the same time, Boudebbous and Chichti (2013) report that high rates of credit 
expansion may finance an asset price bubble that increases bank fragility; these are 
often preceded by deteriorating terms of trade, but also by exchange rate appre-
ciation, even though Domac and Martinez-Peria (2003) conclude that the duration 
of crises does not seem to be affected by developments in the exchange rate. On 
the other hand, Cole and White (2012) also analysed for years before 2007. The 
authors used a multivariate logistic regression model to analyse why commercial 
banks failed during the recent financial crisis. They found that traditional proxies for 
CAMELS components, as well as measures of commercial real estate investments, 
do an excellent job of explaining the failures of banks that were closed during 2009, 
providing support for the CAMELS approach to judge the safety and soundness of 
commercial banks. Fahlenbrach et al. (2012) show that stock return performance 
during the 1998 crisis could predict the probability of failure during the crisis. The 
authors also showed that reliance on short-term funding, high leverage, and high 
growth rates are all associated with poor bank performance in both crises.
	 Among other studies, Aubuchon and Wheelock (2010) examine bank thrift 
failures between 1 Janurary 2007 and 31 March 2010, mostly focusing on regional 
economic characteristics associated with bank failures, rather than on detail 
characteristics of the banks themselves. Other studies have shown that firms drew 
down their credit lines during the crisis in anticipation of shocks to their liquidity 
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position (Ivashina and Scharfstein (2010), Campello et al. (2011)), and that riskier 
borrowers tended to utilise a larger portion of their credit lines, especially so during 
a crisis [Dwyer, et al. (2011)]. Beltratti and Stulz, (2012) confirm the findings of 
Laeven and Levine (2009) concerning the pre-crisis period, but challenge the view 
that poor bank governance was a major cause of the crisis, by showing that banks 
with more shareholder-friendly boards performed significantly worse during the 
crisis. In a more recent paper, DeYoung and Torna (2013) examine the degree to 
which the composition of a bank’s income sources affected bank distress during the 
recent financial crisis. They show that for distressed banks the probability of bank 
failure increased with non-traditional, asset-based activities (venture capital, invest-
ment banking and asset securitisation), but declined with non-traditional, purely 
fee-based activities (securities brokerage and insurance sales). The authors also 
show that banks with a substantial amount of non-traditional, asset-based activities 
tended to take more risk in their traditional banking activities. Berger and Bouwman 
(2013) exploit an exogenous source of variation in the stock of capital buffers to 
study the effect of capital on two dimensions of bank performance, i.e., probability of 
survival and market share, and find the effect to vary across banking crises, market 
crises, and normal times. In particular, capital increases the probability of survival 
and market share of smaller banks for all three types of crises, but improves the 
performance of medium and large banks, primarily during banking crises. In return, 
Antoniades (2015) builds on the work of Cole and White (2012) and argues that 
commercial bank failures in the United States can be explained by the deterioration 
of conditions in the real estate sector, a process which started as early as 2006 and 
lasted well after the funding crisis ended. The author identifies three sources of bank 
exposure to the real estate sector, which operate through its (a) illiquid assets; (b) 
marketable securities; and (c) off-balance sheet credit line portfolios, while asking 
whether pre-crisis choices which shifted the balance of each portfolio towards real 
estate products increased the probability of bank failure during the Great Recession.

3. Methodology and the sample

3.1 The variable selection Approach

3.1.1 Dependent variable

A review of relevant literature shows that different proxies that come from balance 
sheet and profit and loss information of banks are used to measure bank risk. 
However, there is no consensus which measure best fits to gauge risk [Noth and 
Tonzer (2015)]. For example, among many authors, Boudebbous and Chichti (2013) 
agree that bank stability is difficult to define and measure due to constant changes 
to the financial and banking environment. For example, some view it in the absence 
of excessive volatility, stress or crises and as a ‘stable state’, in which ‘the financial 
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system efficiently performs its key economic functions’, such as allocating resources 
and spreading risk, as well as settling payments [Deutsche Bundesbank, (2003) and 
Jahn and Kick (2012)]. 
	 In this aspect, the literature review can be distinguished between those that make 
use of and those that focus on analysing the determinants of stability indicators. The 
former range among those studies that use single or composite indices variables or 
other studies that identify leading indicators of bank fragility, as well as build early 
warning signals models, in which they empirically evaluate the causes of instability 
periods in an ex post approach. For example, some, use Z-Score, which indicates 
banks distance from default by calculating the difference between the bank’s 
profitability and the bank’s equity ratio, scaled by the volatility of bank profitability 
[Demirgüç-Kunt et al. (2008), Berger et al. (2009), Kasman and Kasman (2015), 
Dushku (2016), Noth and Tonzer (207)]. Others use the non-performing assets, 
which include loans 30 or 90 days past due date, nonaccrual loans and other real 
estate properties, indicating what bank asset risks are used [Berger et al.(2009), 
Jiménez et al. (2013), Noth and Tonzer (207)]. There is also another group of studies 
that use loan loss provisions as a means of future losses that reduce the operating 
income for the current period or/and loan loss reserves as an indicator that reflects 
the amount of loan provisions on banks’ balance sheet and reduces the book value 
of loans.
	 In the macro-prudential regulatory frameworks, some have succeeded in 
developing one-stop indicators that combine macroeconomics and bank level data for 
which they use a binary approach to signal instability periods [Illing and Liu (2006)].2 
However, Hagen and Ho (2007) argue that this methodology may be misleading for 
two main reasons. First, bank interventions may occur even in the absence of an 
acute crisis in the banking sector. Second, not every crisis leads to a visible policy 
intervention, as central banks and regulators may be able to successfully fend off a 
crisis using less spectacular means. In return, using a non-probit model, Fiordelisi 
et al. (2011) approached bank risk through the means of a cumulative Expected 
Default Frequency (EDF) for each bank calculated by Mood’s KMV and Ötker and 
Podpiera (2010) use Credit Default Swaps (CDS). Other papers use accounting risk-
taking measurements, such as Z-score [Cleary and Hebb (2016)], in the belief that 
this allows the analysis of the entire variable profile of a firm simultaneously, rather 
than sequentially, so as to examine individual characteristics. Black et al. (2016) use 
a distress insurance premium risk indicator, which integrates the characteristics of 
bank size (total balance-sheet liabilities), the probability of failure based on CDS and 
the correlation (equity return correlations) and explore the source of systemic risk as 
well as the contribution from individual banks and countries.

2.	See also Jahn and Kick (2012) and Cevik et al. (2013).
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	 Empirical literature provides a good description of how one may attempt to build 
a composite indicator of stability, but, obviously, this paper follows the Uniform 
Financial Rating System approach, introduced by US regulation in 1979, referred to 
as CAELS rating (Capital adequacy, Asset quality, Earnings, Liquidity and Sensitivity 
to market risk).3 First, using statistical methods, all indicators included in each of 
these categorises are normalised into a common scale with a mean value of zero and 
a standard deviation of one.4 The formula is as follows:

Where, Xt represents the value of indicators X during period t; μ is the mean value 
and σ is the standard deviation. Second, all normalised values of the set of corre-
lated indicators used within one category are then converted into a single uncor-
related index by means of a statistical procedure, namely the principal component 
analysis (PCA) approach, which is yet again standardised based on the procedure 
of Equation (1). Then, the sub-indices estimated are transformed between values [0, 
1] using exponential transformation [1 / (1 + exp(-Z*)]. Finally, our bank stability 
index (CAELS) is derived as the sum of the estimated exponentially transformed 
sub-indices, as follows:

Where, n is the number of indicators in each sub-index; ‘C’ relates to capital 
adequacy; ‘A’ represents a proxy to asset quality; ‘E’ represents a proxy to earnings; 
‘L’ represents a proxy to liquidity efficiency categories; and ‘S’ is related to the 
sensitivity of market risk. All indicators used within each category are reported in 
Table 1 in the Appendix. Z* is the exponentially transformed simple average of the 
normalised values of each indicator included in the sub-index of the given bank 

(2)

(3)

(4)

3.	CAELS is an acronym for Capital adequacy; Asset quality; Earnings; Liquidity; and Sensitivity 
to market risk. This rating system was first introduced to assess the health of individual banks. 
Following an onsite bank examination, bank examiners assign a score on a scale of one (worst) to 
five (best) for each of the five CAELS components. They also assign a single summary measure, 
known as ‘composite’ rating. See also Cole and White (2010). This approach is also used by the 
International Monetary Fund Compilation Guide (See IMF (2006) on Financial Soundness Indi-
cators and other authors, e.g., Wheelock and Wilson (2000), Sere-Ejembi, et al. (2014) and Cleary 
and Hebb (2016). In the case of Albania, the indicators we use are reported monthly by each bank 
in a special reporting format, under the CAELS criteria.

4.	Normalizing the values avoids introducing aggregation distortions arising from differences in the 
mean value of indicators.



123G. SHIJAKU, South-Eastern Europe Journal of Economics 2 (2018) 115-145

stability index. Then, the index estimated is used as a relative measurement, where 
an increase in the value of the index for any particular dimension indicates a lower 
risk in this dimension for the period in question, compared with other periods.
	 The advantage of this approach is fourfold. First, as presented in Graph 2 in the 
Appendix, CAELS represents a useful “complement” to on-side examination, rather 
than a substitute for them [Betz et al. (2014)], and, thereby, creates a comprehensive, 
monthly-based, internal supervisory ‘thermometer-like’ instrument that can be used 
to evaluate bank stability in real time and on an uniform basis and to identify those 
institutions that require special supervisory attention and concern with regards 
to both present and future banking sector conditions. Second, it builds on the 
recommendation of ECB (2007). Therefore, we believe it more accurately reflects the 
Albanian financial structure, since it attaches more weight to the banking sector and 
includes the most prominent agents in the financial markets, while it takes advantage 
of a broad range of bank level data. Third, the PCA approach highlights the most 
common factor identifying data patterns without much loss of information. Four, 
it does not assume the probability form of the binary approach, which may expose 
it either to limitations of an insufficient number of episodes or to the vulnerability 
of the methodology employed to calculate the threshold level. The latter may even 
provide false banking distress signals. Rather, the PCA comprises a simpler approach 
that is easier to explain and implement. Most importantly, it allows analysing the 
state of the bank as it develops and it is also applicable in cross-section comparisons.

3.1.2 The set of Independent variables

The structure of a bank balance sheet can influence the vulnerability of banks to 
both internal and external shocks. First, bank size, which is also referred to as an 
indicator of the bank’s market share, is included in the argument that banks assess 
their performance in comparison to each other on this basis [Berger and Bouwman 
(2013)]. It is expected that size should have a positive coefficient, assuming that 
probability to cope with instability periods increase with bank size, as opposed to 
smaller banks. However, some theories imply that, under certain circumstances, 
an increasing market share could be counter-productive. If a higher market share 
comes through higher capital or/and more aggressive policies, this may then lead to 
higher attractiveness of innovative, but risky products, which entails higher deposits 
or/and higher leverage and inversely increases bank risk taking, and, therefore, the 
probability of default [Besankoa and Kanatasb, (1996)]. 
	 Second, Hughes and Mester (2009) advocate the inclusion of efficiency indicators, 
while Fiordelisi et al. (2015) believe that supervisory authorities may allow efficient 
banks (with high quality management) greater flexibility in terms of their overall 
stability condition, ceteris paribus, and vice versa. Furthermore, Shawtari et al. 
(2015) support that variability of efficiency is a better measure for the performance 
of banks when compared to averaging methods, such as return on asset (RoA) and 
return on equity (RoE). To that end, any policy-decision by the bank authority to 

	 Empirical literature provides a good description of how one may attempt to build 
a composite indicator of stability, but, obviously, this paper follows the Uniform 
Financial Rating System approach, introduced by US regulation in 1979, referred to 
as CAELS rating (Capital adequacy, Asset quality, Earnings, Liquidity and Sensitivity 
to market risk).3 First, using statistical methods, all indicators included in each of 
these categorises are normalised into a common scale with a mean value of zero and 
a standard deviation of one.4 The formula is as follows:

Where, Xt represents the value of indicators X during period t; μ is the mean value 
and σ is the standard deviation. Second, all normalised values of the set of corre-
lated indicators used within one category are then converted into a single uncor-
related index by means of a statistical procedure, namely the principal component 
analysis (PCA) approach, which is yet again standardised based on the procedure 
of Equation (1). Then, the sub-indices estimated are transformed between values [0, 
1] using exponential transformation [1 / (1 + exp(-Z*)]. Finally, our bank stability 
index (CAELS) is derived as the sum of the estimated exponentially transformed 
sub-indices, as follows:

Where, n is the number of indicators in each sub-index; ‘C’ relates to capital 
adequacy; ‘A’ represents a proxy to asset quality; ‘E’ represents a proxy to earnings; 
‘L’ represents a proxy to liquidity efficiency categories; and ‘S’ is related to the 
sensitivity of market risk. All indicators used within each category are reported in 
Table 1 in the Appendix. Z* is the exponentially transformed simple average of the 
normalised values of each indicator included in the sub-index of the given bank 
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make the bank more attractive or/and more competitive and vice versa would be 
reflected on bank balance sheet income-cost indicators. This refutes our assumption 
that decreasing efficiency would deteriorate the bank’s health status. 
	 Third, a sufficient amount of capital, which serves as a safety cushion, is also 
important for a bank’s daily operational activity. This is due to the fact that capital acts 
as a buffer against financial loses, protecting the bank from solvency risks. Adequate 
capital enables banks to fulfil the minimum capital adequacy ratio under potential 
solvency risks [Betz, et al. (2014)]. Therefore, we assume that any policy-making 
reflects the strength of capital structure and, thereby, stability is a condition for a 
bank’s financial leverage. It is expected that solvency risk diminishes with a higher 
ratio of capitalisation, allowing the bank to absorb any shock it may experience. 
Therefore, such a ratio is expected to be positively associated with bank stability.
	 Finally, in order to solve the problem of omitted variable bias in the regression 
and to capture adverse macroeconomic shocks, which may affect bank stability 
conditions, we also include an indicator linked to economic activity and another 
one associated with primary sovereignty risk. The former captures the state of the 
economy, which means that higher economic growth or upward movement in 
expectations of economic performance, which enhances the ability for economic 
agents to meet their commitments, makes bank instability less likely. This is 
why we expected economic activity to have a positive sign. The latter, presents a 
collection of concentrated risks (e.g., political risk, exchange rate risk, economic 
risk, sovereign risk and transfer risk) associated with investing in a foreign country, 
which can reduce the expected return on portfolio investments and must be taken 
into consideration whenever investing abroad. This risk is expressed as the spread 
between the domestic rate and an assumed risk-free rate [Jutasompakorn, et al. 
(2014)].5 Therefore, a higher sovereignty risk inducing higher domestic interest 
rates makes the solvency condition harder and bank stress more prominent, and 
vice versa [Domac and Martinez-Peria (2003)]. In other words, we expect that an 
increase in sovereignty spreads would negatively affect bank stability.

3.2 Sample and the Data

Sample data for this study are quarterly and composed of bank-specific and 
industry-specific data, which are taken from balance sheet and income state-
ment items of 16 banks operating in Albania, as well as of some macroeconomics 
variables. The strength of the dataset is its sample coverage and reliability of infor-

5.	These authors use the Libor and Overnight Index Swap (OIS) spread on the belief it is a widely 
accepted, generous proxy used for the repo haircuts. The former is the unsecured interbank bor-
rowing rate. The latter is a risk free rate, as it is an accurate measure of investors’ expectations of 
the effective repo rate or the monetary authority target. 
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mation. It covers all banks operating in Albania in the last two decades. The sample 
consists of 960 quarterly sets of data for 16 banks operating in Albania, since 2001 
Q01. However, due to the focus of this paper, the empirical study focuses on the 
period 2008 Q03 – 2015 Q03, as the second half of 2008 marks the beginning of 
pass-through effects of GFC into the Albanian economy.6 These include a total panel 
of balanced observations with 448 observations and 28 periods.
	 Variables used for empirical analysis are as follows: The bank-specific and 
market-specific variables as well as the stability indicator are estimated individually 
for each bank. CAELS represents the bank stability condition estimated as explained 
in Section 3.2.1 (See also Table 2, in the Appendix). This is transformed into an 
index, taking the average performance during the year 2010 as the base year. 
EFFICIENCY is a proxy as a gross expenditure to gross income ratio. LEVERAGE 
presents the total equity to total asset ratio of individual banks. SIZE represents a 
market-specific variable. It is expressed as the ratio of an individual bank’s assets 
to the total banking system assets. The bank-specific variables, the market-specific 
variable and the stability indicator are individually estimated for each bank. The 
macroeconomic variables are aggregated indicators that represent the state of the 
economy. GDP represents gross domestic production. It is transformed in real terms 
by deflating with the Consumer Price Index (CPI). PSRISK represents the spread 
between domestic 12 months’ T-Bills and the German 12 months’ T-Bills. They 
are transformed in real terms by subtracting the respective domestic and German 
annual inflation rates. All data represent end-period values. They are log-trans-
formed, besides PSRISK and CRISIS. Further, the dataset developed for this paper 
has several sources. Data on GDP are taken from the Albanian Institute of Statistics. 
Data on domestic T-Bills rates are taken from the Ministry of Finance. Data on 
German 12 months’ T-Bills rate and German CPI are taken from Bloomberg. The 
rest of the data are taken from the Bank of Albania.
	 With regards to the sample, Table 2 in the Appendix provides some stylised 
facts with regards to the Albanian financial sector. First, we notice that the value of 
financial sector assets as a ratio to the GDP has increased substantially from 78.6% 
in 2008 to nearly 105.1% in 2015. A large portion of financial intermediation is due 
to the banking sector, where bank assets shifted from about 75.9% in 2007 to nearly 
94.9% by the end of 2015. At the same time, bank deposits are the main funding 
source of the banking system. Bank deposit to GDP ratio reached nearly 74.2% in the 
year 2016 from as low as 63.6% before the financial crisis. Second, the actual struc-
ture of the banking sector is privately owned. We also notice that in 2016 the largest 

6.	The Albanian economy was not directly affected by the GFC, but the spill-over effects through 
financial and trade linkages were immediately transmitted from 2008 Q04, which, at the same 
time, provides justification as to why we chose the empirical estimation from this period. 
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4 banks (CR-4) held nearly 68.7% of total assets from nearly 63.1% in 2007, while 
the banking system is considered to be moderately concentrated as the HHI shows. 
Similarly, in Table 3 in the Appendix, we summarise the main variables that we use 
in our empirical analyses, with regards to quarterly observations. The data show that 
the mean (median) GDP annual growth rate is 3.1% (2.5%), with a maximum value 
around 9.7% and a minimum of 0.5%. The sovereignty primary risk (PSRISK) has a 
mean value of nearly 5.9% with a maximum of nearly 8.6% and a minimum of nearly 
3.2%. Equity to asset ratio (LEVERAGE) has a mean value of nearly 14.2%, with a 
maximum value of 23.1% and a minimum of nearly 6.9%. Capital adequacy ratio 
(CAR), which banks are expected to meet at 12% under the Basel I rules, has, on 
average, been at nearly 30.1%. At the same time, in Table 4 we present the correlation 
matrix between the variables of our interest for the period 2008 Q03 – 2015 Q04. 
Results show that there is positive correlation between our stability index, CAELS, 
with variables such as GDP, LEVERAGE and SIZE, while correlation with PSRISK 
and EFFICIENCY is negative. The degree of correlation with GDP and EFFICIENCY 
is stronger. In addition, correlation – covariance analysis between left-hand-side 
and right-hand-side variables, as reported in Table 4 in the Appendix, show that 
CAELS is positively linked to GDP, SIZE and LEVERAGE. On the other hand, there 
is negative correlation with regards to PSRISK and EFFICIENCY. This relationship is 
relatively stronger with regards to GDP, EFFICIENCY and SIZE and relatively weak-
er with PSRISK and LEVERAGE. These results are a preliminary way of confirming 
our expectations as the correlation matrix does not necessarily indicate a causation 
relationship.
	 Finally, prior to empirical estimation, all data were subjected to a unit root test 
procedure in an effort to understand their properties and to ensure that their order 
of integration fulfilled the criteria for our empirical estimation approach. The latter 
is a pre-requisite condition so as to generate consistent and unbiased results. There-
fore, the unit root test approach includes the Augmented Dickey-Fuller (ADF) and 
the Phillips-Perron (PP) Fisher Chi-square tests. The reason is twofold: First, these 
tests are built on the same null hypothesis that panel variables are stationary. Second, 
they are mostly used for unbalanced panel models, such as our sample. Results are 
presented in Table 5 in the Appendix. Findings imply that some of the variables 
included in our specified model are integrated of order zero I (0). This means that 
they are stationary. Therefore, they enter the model at level. This set of variables 
includes EFFICIENCY and LEVERAGE. The other variables, namely CAELS, GDP, 
PSRISK and SIZE are found to be integrated in order one, I (1). This means they pose 
non-stationary properties. Therefore, they enter the model as first difference, since it 
will transform them into a stationary stance.7 Finally, data on GDP, CPI and HPI are 
taken from the Albanian Institute of Statistics (INSTAT). Data on domestic T-Bills 

7.	These results are also robust for use in other unit root test approaches, including the Im. Pesaran 
and Shin W-stat test and Fisher test. Data can be provided upon request.
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rate are taken from the Ministry of Finance. Data on German 12 months T-Bills rate 
and German Consumer Price Index are taken from Bloomberg. The rest of the data 
are taken from the Bank of Albania.

3.3 The empircal estimation Approach

The empirical model specifications draw on the extensive review on several stud-
ies that have sought to identify the characteristics that cause banks to fail or get 
distressed. Among them, use has been drawn on the assumption by Wheelock and 
Wilson (2000), Cole and White, (2012), Betz et al. (2014) and Black et al. (2016), 
but this paper departs differently from them in that it also analyses how primary 
sovereignty risk affect bank stability conditions. Therefore, our empirical model is 
expressed as follows:

Where, CAELSi,t is a stability indicator of bank i at time t, while i = 1, ..., N and t = 
1, ..., T. is a vector of explanatory variables grouped in three main categories: 
(1) is a set of bank-specific explanatory variables; is a set of 
explanatory industry variables; is a set of control variables that 
account for the state of the economy, and consist of two variables, namely, the output 
and the primary sovereignty risk; α is a constant term; βi is a vector of coefficients 
to be estimated; εi,t is an error term assumed to be identically and independently 
distributed with a mean value of 0 and variance . 
	 One potential problem with Equation [1] is the fact that, as a partially specified 
model, it puts together a variety of variables and, so, it nests a conditional restriction 
with a variety of unconditional ones, thus leading to an over-identification of 
problems. Under these circumstances Maximum Likelihood estimators’ are needed 
to identify the moments whose squares are minimised in order to satisfy only the 
subset of correct restrictions. To correct for this, the estimation approach is based 
on the General Method of Moments (GMM) difference weights (AB-1-step), as 
proposed by Arellano and Bond (1991) and Arellano and Bover, (1995). Han and 
Phillips (2010) suggest GMM be constructed so as to achieve partial identification of 
the stochastic evolution and to be robust to the remaining un-modelled components. 
The GMM does not require distributional assumptions on the error term and it is 
more efficient than the Panel Least Square, Robustness Least Square and the Two 
Least Two Square approach, since it accounts for heteroscedasticity [Hall (2005)]. 
Another potential problem is the issue of endogeneity, given that our left hand 
side variables also include information used in the right hand side as explanatory 
variables.8 Therefore, in practical terms, GMM is also a virtuous approach to deal 

(1)

8.	Theoretically, this issue would not be a problem, given that the estimation approach to calculate 
our dependant variable also considers the advantages of the PCA, which would highlight the most 
common factor identifying patterns in the data. Nevertheless, PCA, by no means, guaranties that 
it can solve endogeneity problems.
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with potential endogeneity and dynamic panel data problems in model estima-
tion [Anderson and Hsiao (1981)]. This approach also resolves up-ward (down-
ward) bias in standard errors t-statistics due to its dependence on estimated values 
(since it uses the estimated residuals from an one-step estimator), which may lead 
to unrealistic asymptotic statistical inference [Judson and Owen, (1999); Bond 
and Windmeijer (2002); Ansari and Goyal (2014)]. This is especially true in the 
case of a data sample with a relatively small cross-section dimension [Arellano 
and Bond (1991)]. The instrument variable is based on past information of , 
and to limit the number of instruments, we limit the lag range used in generating 
the instruments to 4, as suggested by Roodman (2009). We also used 4 lags in the 
assumption that the process of decision-making at the bank level is annually revised. 
Then, the Sargan and Hansen test is used for over-identifying restrictions based on 
the sample analogy of the moment conditions adapted in the estimation process, 
so as to determine the validity of instrument variables (i.e. tests of the lack of serial 
correlation and consistency of instrument variables).

4. Empirical Results

4.1 The benchmark model

This section reports the main results from the model, as specified in Equation [1], 
which are reported in Column [1] of Table 6 in the Appendix. The panel GMM 
model considers the period of the GFC aftermath. The sample includes a dataset 
with quarterly data for the period 2008 Q03 – 2015 Q04, which includes a total 
panel of balanced observations with 448 observations and 28 periods. The model 
includes fixed cross-section effects and makes use of ‘White Cross-Section’ standard 
errors and covariance (degree of freedom corrected). At the bottom of the table, we 
report General Method of Moments (GMM) weight differences (AB-1-step) and 
specification test results for the GMM estimation. First, AR (1) and AR (2) are the 
Arellano-Bond tests for first and second order autocorrelation of residuals. One 
should reject the null hypothesis of no first order serial correlation, but not the null 
hypothesis of no second order serial correlation of residuals. Second, the Sargan 
and Hansen test of over-identifying restrictions indicates whether instruments are 
uncorrelated with the error term. The GMM does not require any distributional 
assumptions on the error term and it is more efficient than the Two Least Two Square 
approach, since it accounts for heteroscedasticity [Hall (2005)]. Results show that, 
in our case, the requirements are met as suggested by the p-values of AR (1) and AR 
(2) tests. In addition, the Sargan and Hansen test suggests that the instruments used 
in all specifications are appropriate. This means that our model is properly specified 
and that the empirical analyses are robust and consistent with the GMM estimation 
criterion. 
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	 A glance at the results confirms that stability conditions of banks react in 
relation to the responses of other explanatory variables according to the predictions 
obtained from the theory.9 For example, the coefficient of GDP has a positive sign, 
as expected. This suggests, as in the case of Demigruc-Kunt and Detragiache (2002), 
that increases in economic growth have a positive effect on bank stability. The effect 
is found to be statistically significant at 1 percentage (%) level. Therefore, one would 
expect that higher economic growth would play a relatively crucial role for bank 
stability conditions. It is also of great importance to understand, however, that, from 
another point of view, this result implies that banks also have a relatively significant 
role for the economic conditions in which they operate, since an upward movement 
in economic activity would improve the situation of the banking system through 
higher financial intermediation or low risks related to bank sovereignty risks. 
	 Second, PSRISK has the negative effect expected on bank stability.10 It implies that 
decreasing sovereignty primary risk, as measured by the spread ratio of domestic 
and foreign risks, increases bank stability and, therefore, lower risks are expected to 
materialise through improving bank stability conditions. This result complements 
the findings of Jutasompakorn et al. (2014), but, by contrast, the estimated marginal 
effect is considered to be relatively small, even though it is statistically significant 
at 10%. This suggests that banks consider shocks related to primary sovereignty 
risk, even though the pass-through is relatively small. The reason is fourfold. First, 
public borrowing has been orientated towards longer-term maturities and towards 
foreign borrowing. This has lowered the pressure on banks and, at the same time, 
has provided the market with more foreign liquidity. Second, the government has 
taken several structural reforms to minimise possible fiscal risks, which includes 
the pension system reform, the energy sector, etc. Third, banks in Albania operate 
under a flexible interest rate onto which they impose a marginal fixed rate. There-

9.	 However, as instrumenting is technically difficult in the Arellano-Bond model, we also apply a 
standard panel Ordinary Least Square (OLS) approach with random effect and with fixed effect, 
including the lagged dependent variable as an additional regressor. The former also included 
some fixed effect factors that distinguish two important components, namely small versus large 
banks and foreign-owned versus domestic-owned. Results came out to be relatively similar to 
our findings through the difference GMM approach, while findings through means of fixed ef-
fects were more consistent and robust with the estimation through random effects. Results are 
also relatively robust and similar to findings when CAELS is estimated based on the simple av-
erage approach rather the PCA approach and the model is estimated with panel first difference 
GMM with the second step difference approach. Finally, they are also robust to the estimation 
of the two-step GMM estimation approach.

10. To ensure the authenticity of our results, under the assumption of robustness checks, we also 
specified the model by using a primary sovereignty indicator that accounts only for the effect of 
monetary policy shock, proxy, in this model, as the spread between real term overnight rate and 
the real EONIA rate. Results were relatively similar. The estimated effect is found to be relatively 
small, even though statistically significant.
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fore, any negative shock that leads to an interest rate hike is immediately reflected 
on their interest bargaining, enabling them to hedge interest rates to a certain extent. 
Last, but not the least, contrary to those in other countries, banks in Albania have 
been well-capitalised and have not been vulnerable to a shortage of liquidity, despite 
recent trends and financial disintermediation.
 	 The picture on the bank stability patterns becomes much clearer when analysing 
the market-specific and bank-specific factors. First, the extent to which banks are 
positioned with respect to their market share, SIZE, which also incorporates the 
effect of economies of scale in bank behaviour, has a positive effect on bank stability, 
as expected. The coefficient is statistically significant at 5%. On the one hand, stability 
patterns are positively linked with a positive shock due to a policy decision-making 
that drives banks toward larger market shares. On the other hand, it is a sign that, in 
the case of the Albanian banking industry, the economy of scale persists. Therefore, 
as Berger and Bouwman (2013) put forward, our interpretation is that bank size and 
the market share value could be a source of economic strength for the bank, and, 
just like capital, they could make banks more attractive and more confident to either 
support higher loan levels at lower costs or to support a turbulent moment caused 
by both endogenous and exogenous factors.
	 Similarly, other specific variables associated with patterns at bank level are found 
to be crucial for bank stability. They have the expected sign and are statistically 
significant at conventional level. For example, the coefficient related to EFFICIENCY 
is found to have the negative sign expected, supporting the existence of a reserve 
relationship between operational efficiency and bank stability conditions. It suggests 
that bank stability would increase proportionally to any upturns in operational 
efficiency. At the same time, this relationship is also statistically significant at a 10% 
conventional level, suggesting that it is a fundamental issue in terms of stability. 
Therefore, banks should be aware that any policy decision-making, in an attempt to 
make banks more attractive, may lead to lower productivity and would come to a 
cost in terms of their stability. The reason is twofold. First, in order to be competitive 
and attractive, banks may find it difficult to shift all the cost to their clients. Second, 
a few large banks dictate the ruling interest rate policy, so the others need to follow 
suit, and that does not allow them to ‘overcharge’. 
	 Finally, as the coefficient related to LEVERAGE shows, capital patterns are found 
to have the expected positive effect on CAELS. The relationship is also found to 
be statistically significant at 1%. This suggests that increasing bank capital is also 
quite an important factor and stability conditions improve as banks become more 
capitalised. One important consideration is the fact that LEVERAGE has the highest 
coefficient among other bank-specific variables. This is not surprising, given that 
most policy decision-making at bank level is based on the degree of bank capitali-
sation. From a policy point of view, it is quite important to understand that results 
show that the stability of banks operating in Albania is quite sensitive to bank capi-
talisation. Therefore, banks should also be aware that policy making, with regards 
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to lending or stock of deposits, should be based on the degree of the bank’s ability 
to fulfil capital and liquidity requirements. From a policy point of view, it is also 
crucial to point out that bank-specific variables are found to have the highest effect 
compared to other macroeconomic and market specific indicators. This implies that 
bank stability is more sensitive to developments within the banking sectors rather 
than outside it.

4.2 The Alternative Augmented model

To control the potentially omitted variables problem, following Berger et al. (2013), 
our benchmark model, as specified in Equation [1], is re-specified and augmented 
to contain a second broad set of control variables, Z, to the extent that this allows us 
to analyse the determinants of bank stability by simultaneously including an extra 
control variable into the benchmark model. These variables consist of a group of 
macroeconomic and bank-specific variables. The group of macroeconomic variables 
includes indicators such as DEBT proxy for the fiscal policy stance, FSI proxy for 
the financial market stress condition, HPI proxy for the housing market price index 
and REER proxy for the market exchange rate pressure. We also include two other 
variables that may better capture issues linked to payment solvency risk and liquidity 
risk, such as MCI proxy for the monetary conditions index and CoBM0 proxy for 
currency out of the banking system.11 The second group of variables also includes 
a set of indicators, namely, DL to account for the extent of intermediation effect; 
DEPOSIT (LOAN) to account for bank sensitivity to the level of deposits (loans) 
patterns within the bank; CAPITAL for the effect that excessive capital has on bank 
stability, and, finally, NPL, which represents the effects of non-performing loans.12 

11. DEBT represents the ratio of total public debt (internal and external) to the nominal GDP. FSI 
represents a proxy for the Albanian financial stability condition and follows the methodology 
by Shijaku (2014)]. It is transformed into an index, taking the base year average performance 
during the year 2010. The estimated FSI is a relative measurement, where an increase in the value 
of the index at any particular dimension indicates a higher risk in this dimension for the period, 
compared with other periods. HPI presents the inflation rate in the real estate market, calculated 
as the first difference of the log-transformed of the housing price index. REER presents the real 
effective exchange rate. MCI is the monetary condition index of Albania taken from the Bank of 
Albania. CoBM0 is the ratio of currency out of the banking system to monetary base, M0. Data 
are log-transformed. DEBT and HPI enter the model in first difference, while the rest is included 
in their stationary form.

12. DL represents the ratio of deposit-to-loan of individual banks. DEPOSIT (LOAN) represents the 
ratio of deposit-to-asset (loan-to-asset) of individual banks. NPL represents the ratio of non-
performing loans to total bank loans. CAPITAL represents excessive capital over the minimum 
regulatory threshold level. It is generated as the difference between the actual capital adequacy 
ratio calculated as the ratio of equity over risk-weighted assets and the 12% threshold level 
required by Basel II capital adequacy regulations. NII represents revenues from non-interest 
activities divided by total revenues. All data are log-transformed, except CAPITAL. They enter 
the model specification in their stationary form.
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The model is estimated at a level based on the results of the Unit Root tests approach 
(See Table 5 in the Appendix). It also includes cross-section fixed effects and makes 
use of ‘White Cross-Section’ standard errors and covariance (degree of freedom 
corrected). The results are presented in Table, 6 Equation (2) to Equation (7), and 
Table 7 in the Appendix. They show that the behaviour of variables does not change 
and findings are robust around the same findings as in Equation (1) analysed in 
Section 4.1. 
	 The bulk of evidence reported in Tables 6 and 7 in the Appendix indicates 
that the inclusion of the set of control variables does not alter results, which are 
generally qualitatively similar to the main results of core variables in our bench-
mark specification, Equation [1]. Findings demonstrate the robustness of results 
with respect to the sign of the coefficient, even though in some cases their level of 
significance changes. With regards to macroeconomic variables, GDP has a positive 
and statistically significant effect on CAELS. To that effect, PSRISK continues to 
exhibit a reverse relationship, which continues to have the lowest effect among core 
variables, albeit with non-statistically significant properties in some of the model 
specifications. Other results show that SIZE does, still, positively affect CAELS, even 
though it becomes statistically insignificant. Yet again, EFFICIENCY continues to be 
negatively related to CAELS. At the same time, LEVERAGE positively contributes to 
CAELS. Both of these indicators are statistically significant through all models.
	 Turning to our set of control variables, we found that the financial market stance 
has the negative effect expected on bank stability. This effect is also found to be 
statistically significant at 5%. This is potentially due to the fact that the banking 
sector and financial sectors developments are more closely interconnected, even 
though the state of the financial sector in Albania is not fully developed. Similarly, 
as expected, bank stability is found to have a negative and statistically significant 
relationship with the fiscal policy stance, which is also similar to the findings of 
Demirguc-Kunt and Detragiache (2005). Therefore, any policy action that leads to 
lower borrowing or/and improves the fiscal stance is found to have a positive impact 
on bank stability. The IS-LM is also linked to the crowding-out effect of fiscal policy 
on economic activity, but also to the costs burden it places and the impact it has on 
the solvency status of borrowers. On the other hand, these results also confirm that 
banks in Albania are quite sensitive to the effect that a deteriorating fiscal stance 
has on interest rates, although they have been well-capitalised and on the verge of 
a lower bank credit leverage government bond instrument that was an investment 
opportunity.
	 Concerning pressure from housing market, results show that behaviour HPI 
has a statistically significant effect on bank stability, even though, by contrast, at a 
magnitude of nearly -0.0935pp, banks are relatively sensitive to rapid up-turn or/and 
downturn changes in housing market development, since a great portion of their 
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lending is concentrated in mortgages loans, but not to the extent of the other risk 
examined above. This could be explained by the fact that Albania has not suffered 
any significant asset price bubble or/and any consistent price reduction after the 
GFC. In addition, banks exposed to an asset price bubble are covered to the extent 
that they provide mortgage loans though collateral coverage. In general, throughout 
the banking system, this collateral coverage does not go below 120% of the mortgage 
loan provided. This means they are well covered against the explosion of real estate 
patterns.
	 Surprisingly, we find that increasing MCI is positively associated with CAELS. 
This means that tightening of monetary conditions would increase bank stability. 
This effect is found to be statistically significant at conventional level. One possible 
explanation may be the fact that most bank revenue comes through bank lending 
to the private sector and to the government. Therefore, this is positive relationship 
may be due to higher profits that banks have through higher interest rates. On the 
other hand, we also find that the systemic liquidity risk, as measured by CoBM0, 
is negatively related to CAELS. However, this effect is statistically insignificant at 
conventional level.
	 Among other bank-specific variables, results show that all indicators have 
the sign expected, but, except for CAPITAL, they are estimated to be statistically 
insignificant and relatively small. The positive sign of DL implies that a higher degree 
of intermediation level boosts bank confidence, even though the effect is found to be 
relatively small and statistically insignificant. Similarly, the coefficient of DEPOSIT 
suggests that increasing stock of deposits, which are the main bank funding sources 
of loans, would enhance bank stability. In addition, we find a positive relationship 
between LOAN and CAELS. On the one hand, this is another sign that the credit 
channel is quite important for bank stability in the case of Albania. On the other 
hand, this also reveals that credit risk with regards to the extent to which banks 
support the lending channel and to which they are exposed remains low and positive 
in regard to their stability conditions.13 Regarding other variables, the regulatory 
capital variable is also positive and statistically significant, suggesting that higher 
excessive capital may raise bank stability. Finally, NPL is found to significantly affect 
CAELS. Such a relationship is consistent with a priori expectations and in line with 
previous empirical findings of Cleary and Hebb (2016). The negative coefficient 
suggests that Albanian banks lack efficiency in their asset quality.

13.	 Results are similar even when tested for the effect of loan to GDP ratio or the effect of loan 
concentration to mortgage lending.
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4.3 Other Robustness Checks

In this section we present the results of another set of robustness checks. This time, 
to further scrutinise the robustness of our results, we further augmented Equation 
[1] by including, similar to Mirzaei et al. (2013), an off-balance-sheet activities 
indicator (OFFBALANCE14) to evaluate the extent to which non-traditional 
activities, in which banks are engaging, may have an effect on bank stability.15 The 
model is specified at a level based on Unit Root results. The empirical analysis is 
based on the GMM approach, as before, while the use of diagnostic tests provides 
strong evidence that supports the consistency of our augmented model and the use 
of the instrument variables. 
	 The estimated parameters are reported in Tables 8 and 9 in the Appendix. The 
first column reports the results of our benchmark augmented model. The following 
columns report the results we include in the set of control variables examined in 
section 4.2. Similarly to our base line results, we first evaluate our benchmark-aug-
mented model. Overall, we observed that previous empirical findings are insensitive 
to the inclusion of a set of control variables that do not alter results. The estimated 
parameters of our core variables are generally qualitatively similar and converge to 
relatively the same conclusions as before. In addition, most importantly, increasing 
off-balance sheet activities is found to be associated with a positive effect on bank 
stability. This suggests that increasing anticipation of off-balance sheet activities, 
which includes mostly guarantees on mortgage loans, exposes banks to a more 
secure position. The reason can potentially be explained by the fact that the higher 
the guarantee commitments a bank gives or/and takes are, the safer its position 
during turbulent moments is, due to such guarantee commitments. However, by 
contrast, this relationship is considered to be relatively small and statistically 
insignificant. The reason is twofold. First, the exposure of banks to such activities 
is mostly concentrated to commitments made to collateral coverage for mortgage 
loans. Second, banks’ exposure to commitments made constitutes only a relatively 
small portion, most of which relates to financially consolidated and well-capitalised 
companies.

14.	 Off-balance sheet items include total acceptance and given commitments (namely financial, 
loans, securities and guarantee commitments), which are then scaled by total assets. They are 
log-transformed. Then, they enter the model in first difference based on unit root test results.

15. Casu and Girardone, (2005) argue that empirical studies would lead to biased results without 
the role of off-balance sheet activities. Cleary and Hebb (2016) considered it to be certainly 
anecdotal evidence (e.g., Leman Brothers) about the truth of which they were not generally 
clear. However, through their empirical research, they report a statistically significant, even if 
small, negative relationship. DeYoung and Torna (2009) also find that non-traditional activities 
influence bank stability.
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5. Conclusions

This chapter empirically investigates the effects of macroeconomic, market and 
bank-specific characteristics on stability conditions of 16 banks operating in 
Albania during the 2008–2015 period. This study improves existing literature along 
four crucial dimensions. First, in contrast to other bank-level studies, this is the first 
study to empirically analyse the extent to which the primary sovereignty risk can be 
attributed to bank fragility conditions at a time when the Albanian economy and the 
banking sector, in particular, are still lingering in the negative consequences of the 
GFC. Second, we introduce a new stability index for the Albanian banking sector 
based on a set of different indicators generated from a unique supervisory dataset 
collected by the Bank of Albania, which is the most direct measure of bank stability 
available that widely reflects the Albanian financial structure, which, at the same 
time, is meant to provide a continuous rating-based macro-prudential approach 
for banking supervisors and policy-makers to analyse bank stability conditions 
developing at a given moment. Third, the adaption of the PCA approach helps us 
solve any endogeneity problems during empirical estimation. At the same time, the 
empirical study is based on the difference GMM approach, which is another way of 
solving for endogeneity problems. Finally, we run a number of robustness checks to 
control the consistency of our results through a set of different explanatory variables.
	 In summary, the main results of this study suggest that macroeconomic variables 
have a significant effect on bank stability. Similarly, results show that the pass-
through effect of sovereignty primary risk is relative. In return, both industry-spe-
cific and bank-specific variables have a significant effect on stability conditions. It 
appears that there is little difference in terms of assessing bank stability through the 
set of control variables. The findings from these regressions also remained robust, 
albeit with minor variations in significance changes, due to a number of alternative 
ways in which we ran the regression. Empirical results support the view that stability 
decreases with higher interest spreads, but the extent of the effects of a higher 
sovereignty primary risk is relatively small. Findings can be summarised as follows: 
Bank stability is promoted through better economic performance and diminishes 
with the deterioration of financial market conditions, fiscal policy and an asset 
prices bubble. The latter could also be an alternative way to assess the sovereignty 
risk. Trade-offs with stability are observed in relation to efficiency operations. 
Our results, however, do not confirm an overall outstanding explanatory power 
of bank intermediation indicators for the entire Albanian banking system. Nor do 
findings suggest leading indicator indices with regards to excessive capital. However, 
credit risk remains a relatively important concern, given its estimated impact and 
statistically significant level. We also found that the scale of off-balance sheet 
activities is positive, but relatively small and non-significant. Moreover, stability 
appears to be promoted in line with a higher market share and a higher capital ratio. 
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The latter seems to have the highest effect among bank-specific variables.
	 This paper sheds some light on determinants of bank fragility, which have several 
implications for policy makers in EME. First, regarding external factors, economic 
performance is of the highest importance. Therefore, macroeconomic policies 
that contribute to economic growth would have a positive effect on the Albanian 
banking sector stability. Second, the implication of this study is to re-emphasise the 
important role of policy makers in ensuring that sovereignty risk within and outside 
banks remains low. Therefore, primary sovereignty risk remains low, but the adverse 
effect of fiscal policy and financial market stance, as well as exposure to an asset 
price bubble should remain at the focal point and considered sensitive with regards 
to bank stability concerns. Additionally, internal factors result from a bank’s policy 
and management and banks have means to influence them, which in our case, are 
operational management and capital structure. This implies the importance of banks 
to continue their work in two main directions. On the one hand, there is a need to 
undertake policies that in a way improve cost efficiency. On the other hand, it is 
of particular importance to continue work on developing appropriate techniques 
for capital management, and, consequently, on assessing the adequate level of bank 
capital as well as on improving the capital structure of the bank. However, apart 
from bank-specific variables, the extent to which banks aim to increase their market 
shares seems to help them secure a more confident and stable condition. 
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Appendix A

Graph 1. Spread and Banking System Stability

	 Source: Bank of Albania; Bloomberg; Author’s Calculations

Table 1. Indicators of Bank Stability Index
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	 Source: Author’s Calculations
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Table 2. Banking Sector Patterns

	 Source: Bank of Albania, Financial Stability Report (2016)

Table 3. Descriptive Statistics

	 Source: Bank of Albania, INSTAT, Bloomberg, Author’s calculations

Table 4. Correlation - Covariance Analysis: Ordinary*

	 Source: Author’s calculations
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Table 5. Panel Unit Root Test

	 Source: Author’s calculations

Table 6. Results based on GMM approach using additional macroeconomic variables

	 Source: Author’s calculations
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Table 7. Results based on the GMM approach using additional bank-specific variables

	 Source: Author’s calculations

Table 8. Robustness checks using an additional variable (Off-balance sheet activities) 

	 Source: Author’s calculations
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Table 9. Other robustness checks

	 Source: Author’s calculations





Abstract  
This paper shows results of a study on entrepreneurial intentions in Greece in 
times of a major and prolonged economic crisis, with a focus on the dimension 
of gender. The paper provides insights about drivers and barriers that affect 
intentions of becoming an entrepreneur. Results show relatively low intention of 
starting a business, whereas personal attitudes toward becoming an entrepreneur 
and perceived desirability are high. Furthermore, economic barriers, public 
policy barriers and business risk barriers towards undertaking entrepreneurial 
activities are considered to be highly important as compared to personal barriers. 
As far as gender is concerned, results show that, generally speaking, male and 
female potential entrepreneurs are quite similar in their motivation towards 
entrepreneurship during turbulent times.
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1. Introduction

In recent years, Greece has been undergoing a major economic crisis, which is 
associated with a deep and prolonged depression period in both economic and social 
terms. Entrepreneurship in the country has also been affected in multiple ways by 
the current economic crisis. Greeks show low intentions of starting a business (8.3%) 
compared to other European countries; this can partly be explained by the fact that 
few people see any sound opportunities (14.2%) for starting a business (Kelley et al 
2016). On the other hand, entrepreneurship is seen as a way out of the economic 
crisis, since start-ups and entrepreneurial activities have proven to accelerate 
structural change, to improve the competitiveness of a nation in the global business 
environment, and to create new jobs (Ripsas, 1998). Compared to established firms, 
start-ups are less resistant to change, and they are often more flexible and innovative. 
As stated by Alison Coleman in Forbes, “While the Euro crisis devastated the Greek 
economy, it also forced a change in the perception of entrepreneurship, with the need 
to restore growth through entrepreneurship becoming critical. Potential was identified 
in various sectors and with a dearth of career options,entrepreneurship was seen as the 
way forward for Greece” (Forbes, 2014). 
	 In this unstable economic climate, raising the entrepreneurial intentions of the 
Greek population is imperative, as the intention of starting a company is pivotal 
for the entrepreneurial process and an immediate antecedent of actual behaviour 
(Ajzen, 1991). Meta-analyses on the intentions-behaviour/action gap confirm this, 
since up to 39% of the variance in actual behaviour can be explained by intentions 
(Bullough, 2014). Therefore, entrepreneurial intentions are one of the best predictors 
of planned behaviour (Krueger and Carsrud, 1993). 
	 Identifying drivers and barriers related to entrepreneurial intentions in both 
males and females, is also very important because of the gender gap in entrepre-
neurial intentions and activities. Furthermore, measures can be taken in order to 
foster female entrepreneurship that will eventually lead to bridging the gender gap. 
	 The aim of the paper is twofold. Firstly, to provide a thorough investigation of 
entrepreneurial intentions in turbulent times and in a business environment that 
can be characterised –on the basis of entrepreneurial indices for previous years- 
as hostile. Secondly, this paper aims at offering an integrated model explaining 
underlying factors that result in decisions to adopt entrepreneurship, with a special 
focus on women entrepreneurship in the Greek business environment. The paper 
is structured as follows. First, we provide a literature review on entrepreneurial 
intention and its antecedents. Second, we detail the research method and present 
the results. Finally, we discuss our findings and the implications of our study and 
state its limitations.
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2. Literature Review

2.1 Entrepreneurship in Greece

The attitude of Greek society towards entrepreneurship is not characterised as 
positive and Greeks mainly associate entrepreneurship with large and established 
companies. Until recently an entrepreneur had often been labelled a “fraudster or 
an adventurer or a manipulator of the market” and profits resulting from entre-
preneurial activities had been perceived as negative and reprehensible. In such a 
climate, young people were discouraged from engaging in entrepreneurial activities 
(Sarri and Laspita, 2014).
	 Naturally, the ongoing economic crisis in Greece drastically affects entrepre-
neurship in the country. Greeks show low intentions of starting a business (8.3%) 
as compared to other Europeans, which can partly be explained by the fact that 
few people see sound opportunities (14.2%) for starting businesses (Kelley et al., 
2016). Entrepreneurs in Greece are self-confident about their capabilities towards 
entrepreneurship (46.8%) when compared to entrepreneurs in other European 
countries, but, at the same time, they have the lowest view about opportunities for 
new business and their fear of failure is relatively high in Greece (46.9%) among all 
the economies of the GEM study (Kelley et al., 2016). Furthermore, more than half 
of the adults asked (61%) believe entrepreneurship is a good career option and 68% 
attribute a high status to successful entrepreneurs, whereas fewer (38%) see positive 
images of entrepreneurs in the media (Kelley et al., 2016). 
	 Data from the Global Entrepreneurship Monitor (2017) on women entrepre-
neurship show that, in Greece, in addition to the gender gap in entrepreneurial 
intentions, with men showing higher intentions than women, there is also a gen-
der gap in total early-stage entrepreneurship (TEA) and established activity fig-
ures. This trend is consistent throughout all the years Greece has participated in 
GEM (Kelley et al., 2017). Necessity entrepreneurship in Greece appears stronger 
for female entrepreneurs than their male counterparts (Kelley et al., 2017). The 
economic crisis may have pushed women towards entrepreneurship, because of the 
associated unemployment and the need to earn income to support their families. 
Women in Greece seem to have lower perceptions as to their capacity and skills for 
undertaking entrepreneurial initiatives than men and a higher fear of failure (77% 
for women and 69% for men) (Ioannidis and Giotopoulos, 2014). Women seem to 
engage in entrepreneurial activities later than men, they have a similar educational 
background as men and a lower percentage of them (50%)  than men (68%) perceive 
entrepreneurship as a good career option (Ioannidis and Giotopoulos, 2014). 

2.2 Entrepreneurial Intentions

The intention to start a company is central to the entrepreneurial process and an 
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immediate antecedent of actual behaviour (Ajzen, 1991). Meta-analyses on the 
intentions-behaviour/action gap confirm this, since up to 39% of the variance in 
actual behaviour can be explained on the basis of intentions (Bullough, 2014). There-
fore, entrepreneurial intentions are one of the best predictors of planned behaviour 
(Krueger and Carsrud, 1993), as opposed to attitudes, beliefs, demographics or 
personality (Krueger and Carsrud, 1993, Krueger et al., 2000). Intentions capture 
the extent to which people are willing to make an effort in order to perform and 
reflect motivational factors that affect behaviour (Ajzen, 1991). Souitaris et al. (2007) 
define entrepreneurial intentions as the state of mind that directs a person’s focus 
and actions towards becoming self-employed, as opposed to becoming an employee. 
	 Factors used to explain differences in entrepreneurial intentions among 
individuals are related to individual-level aspects, such as demographics and 
personality traits, as well as socio-cultural factors, such as family background and 
education. Douglas and Shepherd (2002) found that individuals with a strong risk-
taking propensity are particularly oriented towards undertaking entrepreneurial 
activities. Skills can stimulate creativity and enhance recognition of opportuni-
ties; therefore, they may well lead to entrepreneurial activities (Liñán et al., 2011). 
Parents, as a major source of the socialization process for a child and as people that a 
child repeatedly observes, have often been pointed to as influencing their children’s 
career choices, through the process of role modelling (Matthews and Moser, 1996), 
and, in particular, the children’s entrepreneurial intentions (Laspita et al., 2012). 

2.3 Models of Entrepreneurial Intentions

Several intention models have been developed through the years (Bullough et al., 
2014) in relevant literature, three of which have prevailed. Bird’s (1988) model of 
implementing entrepreneurial ideas, Shapero’s (1984) model of entrepreneurial 
event and Ajzen’s (1991) theory of planned behaviour. These models are, to a great 
extent, similar in that they all consider attitudes and the social learning theory, while 
also including individual and contextual factors that influence one’s decision to start 
a business. 

2.3.1 Bird’s Model of Implementing Entrepreneurial Ideas

Bird’s model, grounded in cognitive psychology theory, illustrates the imple-
mentation of entrepreneurial ideas and tries to predict and understand human 
behaviour. Individuals are predisposed to intention “based upon a combination of 
both personal and contextual factors” (Boyd and Vozikis, 1994, p. 66). Contextual 
factors include social, political, and economic variables, while personal factors in-
clude personal characteristics and abilities, one’s personal history, prior experienc-
es and demographics. Personal and social contexts interact with rational analytic 
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thinking (which includes the preparation of a business plan, opportunity analysis, 
and resource acquisition) as well as intuitive holistic thinking (which includes the 
potential entrepreneur’s vision, hunches, etc.). The last two set the frame for and 
structure entrepreneurial intention and action. This model was significantly revised 
by Boyd and Vozikis (1994) who argue that self-efficacy, “a person’s belief in his or 
her capability to perform a task” (p.63), influences the entrepreneurial process and, 
in particular, entrepreneurial intention and activity.

2.3.2 Model of Entrepreneurial Event

Shapero’s work in the early 1980s was the starting point of theoretical and empirical 
research into entrepreneurial intentions, which led to rapid growth in ensuing years 
(Fayolle and Linan, 2014). Shapero and Sokol’s (1982) theory of entrepreneurial 
event is a fundamental intention-based model and aims at explaining entrepreneurial 
intentions; it also tries to offer better understanding of subsequent behaviour. 
The model presumes that the intention to start a business is influenced by three 
factors: perceived desirability, perceived feasibility and propensity to act. Perceived 
desirability refers to the extent to which, an individual feels attracted by a career 
as an entrepreneur, perceived feasibility refers to the extent to which an individual 
feels confident to start a business and considers the possibility to be feasible, and the 
propensity to act refers to the extent to which an individual has the disposition to 
act on his or her decision (Shapero and Sokol, 1982). Intentions only develop if the 
person in question experiences something that leads to a change in their behaviour, 
namely, a positive or negative displacement event (Peterman and Kennedy, 2003). 

2.3.3 Theory of Planned Behaviour

According to the theory of planned behaviour (Ajzen, 1991; Ajzen and Fishbein, 
1980), an individual’s intention becomes the central factor in explaining behaviour 
and is shaped by three attitudinal antecedents: attitude toward behaviour, subjective 
norms, and perceived behavioural control. Attitude towards behaviour refers to “the 
degree to which a person has a favourable or unfavourable evaluation or appraisal 
of the behaviour in question” (Ajzen, 1991, p. 188). Subjective norms refer to “the 
perceived normative beliefs about significant others, such as family, relatives, friends, as 
well as other important individuals and groups of individuals” (Schlaegel and Koenig, 
2014, p.293). Perceived behavioural control refers to “an individual’s belief about be-
ing able to execute the planned behaviour and the perception that the behaviour is 
within the individual’s control” (Schlaegel and Koenig, 2014, p. 294).

2.3.4 Comparison of Models

The models mentioned above have been used by various researchers in order to 
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establish a better understanding of entrepreneurial intention and the entrepreneurial 
process itself. For example, Peterman and Kennedy (2003) used Shapero’s model 
of entrepreneurial event to study the effect of participation in an entrepreneurial 
educational programme on perceptions of the desirability and feasibility of starting 
a business. Maes et al. (2014) used the theory of planned behaviour to ensure better 
understanding of the origin of gender differences in entrepreneurial behaviour. 
They found that the effect of gender on entrepreneurial intentions is mediated by 
personal attitudes and perceived behavioural control, but not by subjective norms. 
Krueger et al. (2000) compared the two main intention-based models (Shapero’s 
model of entrepreneurial event and the theory of planned behaviour) and the ability 
of these models to predict entrepreneurial intention. The results of their study 
statistically support both models. Furthermore, both models are largely homolo-
gous to one another. Perceived behaviour control reflects the perceived feasibility of 
performing the behaviour included in the Entrepreneurial Event model and both are 
conceptually associated with perceived self-efficacy. Attitude towards the behaviour 
reflects the desirability perceived and the subjective norms (Krueger et al., 2000).

2.4 Antecedents of Entrepreneurial Intentions

Going a step backwards, one can raise a question about what determines or affects 
entrepreneurial intentions. Therefore, it is necessary to identify factors that precede 
intentions, so as to better understand the entrepreneurial process (Krueger et al., 
2000). There are a number of antecedents of entrepreneurial intentions that could 
be taken into consideration and that are related, for example, with the person (e.g. 
demographics, personality, personal factors, etc.), the micro-social environment 
(e.g., family, education, etc.) and the macro-social environment (e.g. economic 
climate, etc.). These factors seem to have indirect influence on entrepreneurship 
through influencing key attitudes (such as perceived behavioural control and the 
perceived attitude towards entrepreneurship) and one’s general motivation to act 
(Krueger et al., 2000).

2.4.1 Demographics

Demographic characteristics, such as age (individuals’ entrepreneurial intentions 
may change with age (e.g., Matthews and Moser, 1996), gender (entrepreneurial 
intentions have been found to be gender-dependent [e.g., Wang and Wong, 2004]) 
and work experience (Kent et al., 1982) have an impact on one’s decision to become 
an entrepreneur. Demographic variables, however, have been found to indirectly 
influence intentions and only if they change the decision maker’s attitudes (Krueger 
et al., 2000). Here the focus will be on one demographic characteristic, namely, 
gender.
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	 Gender

Brush’s (1992) literature review on female entrepreneurs showed that there are more 
gender similarities than differences in regard to individual characteristics, such as 
demography and business skills. However, gender-related differences have been 
found concerning several entrepreneurship aspects, such as financing strategies, 
growth patterns, and governance structures (Greene et al., 2003). Females develop 
different products and pursue different goals (Carter et al., 1997; Chaganti and 
Parasuraman, 1996). As compared to men, women are less likely to own multiple 
businesses and are less likely to expand such businesses (Verheul and Thurik 2001). 
Independence and the need for achievement are strong motivators for both males 
and females (Cromie, 1987). Women pursue self- employment because it allows 
them to work at home, which eases the burden of having to find childcare (Boden, 
1996). Research indicates there is a relationship between gender and entrepreneurial 
intention (Kristiansen and Indarti, 2004). Researching into the reasons for gender 
differences in entrepreneurial intentions will support the understanding of lower 
entrepreneurial activity among women, when compared to that of men (Ljunggren 
and Kolvereid, 1996). 

2.4.2 Personality Factors

Early research trying to answer the question who the entrepreneur is, paid significant 
attention to personality traits, since entrepreneurs were believed to be different 
from the general population. Special attention was given to traits like ‘need for 
achievement’ (McClleland, 1961), ‘risk-taking propensity’ (Brockhaus, 1980), ‘locus 
of control’ (Rotter, 1966), etc.

	 Need for achievement

One of the earliest motives that drive people to become entrepreneurs has been 
found to be the ‘need for achievement’ (McClelland, 1961). The need for achievement 
“seems to entail expectations of doing something better or faster than anybody else 
or better than the persons’ own earlier accomplishments” (Hansemark 2003, p.302). 
McClelland suggested that people with a high need for achievement probably show 
preference for tasks associated with effort, set high goals, enjoy facing challenges 
and are innovative.

	 Risk-taking propensity

Entrepreneurs have to assume different risks when engaging in entrepreneurial 
activities, which can be, among others, financial, social, or, even, health risks 
(Schaper and Volery, 2007). Investing own capital in a start-up or giving some kind 
of collateral in order to raise finance is typical of entrepreneurs. The long hours they 
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have to work often create problems within their family or their social commitments 
may suffer. Furthermore, in some societies that do not tolerate failure, failed entre-
preneurs are often stigmatised (Schaper and Volery, 2007). Therefore, entrepreneurs 
are considered to be engaging in risky behaviour and risk-taking propensity has 
been defined as “the tendency to take or avoid risk” (Norton and Moore, 2006). This 
tendency may affect one’s intention to start a new business, despite the fact that situ-
ational factors may also play a role in a person’s risk preference.

	 Locus of control

The locus of control “measures subjects’ perceived ability to influence events in their 
lives” (Begley and Boyd, 1987). People with an internal locus of control believe that 
events in their lives derive primarily from their own actions, whereas people with 
and external locus of control tend to believe that external factors are responsible for 
what happens in their lives and that they have little or no personal control over mat-
ters. Entrepreneurs have been found to be people with an internal locus of control, 
since they are initiators, they depend more on their own skills rather than others’ 
and they take responsibility for their actions (Mueller and Thomas, 2001).

2.4.3 Personal Factors

A person’s specific reactions to a given situation and personal beliefs seem to have an 
effect on entrepreneurship (Rychlak, 1981).

	 Perceived skills

The perception of a person’s skills indicates how confident people feel to make the 
step towards entrepreneurship; this also influences people’s self-efficacy, which is 
gradually gained through experience (Bandura 1982, Boyd and Vozikis 1994, Linan 
2008). For example, a person who previously worked as an employee and acquired 
the necessary skills and experience may be more confident to start their own busi-
ness (Heilman and Chen, 2003). Specific entrepreneurial skills may also be related 
to higher personal appeal and subjective norms (Scherer et al., 1991; Carsrud, 1992) 
and could help a lot in an individual’s decision to start a firm (Linan, 2008).

	 Perceived barriers

In entrepreneurship-related literature, several factors have been identified and 
are perceived as barriers to making the step towards entrepreneurship (Kouriloff, 
2000). These barriers could be related to personal, social, cultural, psychological, 
political, or economic factors and may include time for one’s family, stress levels, 
discrimination, political instability, unfavourable economic conditions, etc. Luthje 
and Franke (2003) found that that the contextual barriers perceived play a signifi-
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cant role for the entrepreneurial behaviour of technical students. For example, when 
students perceive that there is an unfriendly environment for entrepreneurs, (due, 
for example, to a bank’s unwillingness to provide loans), they have lower intention 
of becoming entrepreneurs.

2.4.4 Integrated Model

The model depicted below provides a holistic view of entrepreneurial intentions and 
its antecedents. The variables used are those of the planned behaviour theory, since 
this model is the most frequently one applied to entrepreneurship research and has 
proven to be of strong predictive value. Various personal and micro-social factors 
were used as antecedents, in the manner described above in the literature review.

Figure 1. Integrated model

3. Methodology

3.1 Data Collection and Sample Characteristics

The survey was conducted between February and June 2016 throughout Greece. A 
network of Universities (University of Macedonia, University of Crete, Technical 
University of Crete) and an NGO (Ergani), which specialises in female entrepre-
neurship and mentoring, was used to disseminate the questionnaires (in written 
form) to the target audience.	
	 The questionnaire used was in Greek and a random sample took part in the 
survey. The language chosen for the questionnaire was Greek, since it would en-
able the respondents to fully understand the questions asked and would make them 
feel more comfortable with answering the questionnaire. In order to ensure consist-
ency between the questions of the questionnaire, an independent bilingual expert, 
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who did not help create the original survey, translated the Greek version back into 
English (Brislin, 1970). No major differences between the original English and the 
back-translated version in Greek were found.
	 A total of 419 people from the whole of Greece participated in the survey, of 
which 38.4% were male and 61.6% female. The mean age of respondents was 27.6 
years, while 63.7% were students, 7.2% unemployed, 10.8% worked for the public 
sector and 18.2% worked for the private sector. Furthermore, 48.5% of respondents 
were single, 31.2% were in a relationship and 20.3% were married. Besides, 4.7% of 
respondents had a monthly family income below 300 Euros, 11.5% were in the 301-
700 Euros/month category, 34.6% in the 700-1200 Euros/month category, 28.4% in 
the 1200-2000 Euros/month category and, 20.8% in the above 2000 Euros/month 
category. Finally, 72.4% of respondents had no family background in entrepreneur-
ship and 81.9% knew someone who had already started a business.

3.2 Measures

Based on the literature review and personal interviews of men and women entrepre-
neurs selected by ERGANI, a draft questionnaire was first drafted and then checked 
for content validity using a focus group. Minor changes were made to the initial 
questionnaire before its distribution. All main constructs in the questionnaire were 
assessed with self-reported measures based on multi-item scales; the 7-point Likert 
scales were used ranging from 1 (I totally disagree) to 7 (I totally agree).‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬

	 Entrepreneurial intention

In order to measure entrepreneurial intention, the scale by Linan and Chen (2009) 
was applied, comprising six items (general sentences indicating different aspects of 
intention). The six items are the following: I am ready to do anything to be an entre-
preneur; My professional goal is to become an entrepreneur; I will make every effort 
to start and run my own firm; I am determined to create a firm in the future; I have 
very seriously thought about starting a firm; I have a strong intention of starting a 
firm someday. These items were averaged to yield an intention score (Cronbach’s 
reliability coefficient = 0.949)

	 Attitude towards entrepreneurship

In order to measure attitude towards entrepreneurship, the validated scale by Linan 
and Chen (2009) was applied. The items used were: For me, being an entrepreneur 
implies more advantages than disadvantages; A career as an entrepreneur is attrac-
tive for me; If I had the opportunity and resources, I’d like to start a firm; Being an 
entrepreneur would mean great satisfaction for me; Among various options, I would 
rather choose to be an entrepreneur. These items were averaged to yield an attitude 
towards entrepreneurship score (Cronbach’s reliability coefficient = 0.906)
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	 Perceived behavioural control

In order to measure perceived behavioural control, the validated scale by Linan and 
Chen (2009) was applied. The items used were: To start a firm and keep it working 
would be easy for me; I am prepared to start a viable firm; I can control the creation 
process of a new firm; I know the necessary practical details to start a firm; I know 
how to develop an entrepreneurial project; If I tried to start a firm, I would be quite 
likely to succeed. These items were averaged to yield a perceived behavioural control 
score (Cronbach’s reliability coefficient = 0.898).

	 Subjective norms

In order to measure the subjective norms, the validated scale by Linan and Chen 
(2009) was applied. Respondents were asked: If you decided to create a firm, would 
people in your close environment approve of that decision? Indicate from 1 (total 
disapproval) to 7 (total approval). Three target groups were included, namely: Your 
close family; Your friends; Your colleagues. These items were averaged to yield a 
subjective norms score (Cronbach’s reliability coefficient = 0.813).

	 Locus of control

Locus of control was measured according to Chen et al. (1998), who followed 
Levenson. The items that were averaged in order to create the aggregated locus of 
control score were: I am usually able to protect my personal interests; When I make 
plans, I am almost certain to make them work; I can pretty much determine what 
will happen in my life; My life is determined by my own actions; When I get what 
I want, it’s usually because I worked hard for it (Cronbach’s reliability coefficient = 
0.750).

	 Need for achievement

In order to measure one’s need for achievement the established scale by McClelland 
was used. The items that were averaged in order to create the aggregated need for 
achievement score were: Nothing else in life is a substitute for great achievement; 
My ambitions and my goals are high; I spend more time thinking about the future 
despite my previous successes; Usually I push myself and I feel real satisfaction when 
my work is among the best available (Cronbach’s reliability coefficient = 0,694).

	 Risk-taking propensity

Risk-taking propensity was measured according to Norton & Moore (2006). The 
items averaged in order to create the aggregated risk-taking propensity score were: 
I am not willing to take risks when choosing a work environment; I prefer a low 
risk/high security work environment with predictable income over a high risk and 
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high reward environment; I prefer to remain in an environment that has problems 
that I know about rather than to take the risks of a new environment with unknown 
problems, even if the new environment offers greater rewards; I view job-related risk 
as a situation to be avoided at all costs (Cronbach’s reliability coefficient = 0,752).

	 Perceived skills

Perceived skills were measured according to Linan (2008). Items averaged 
in order to create the aggregated perceived skills score were: Recognition of 
opportunity; Creativity; Problem solving skills; Leadership and communication 
skills; Development of new products and services; Networking skills; Establishing 
professional contacts (Cronbach’s reliability coefficient = 0,814).

	 Perceived barriers

Finally, operationalisation of barriers was done based on prior studies conducted 
using different sources, such as Kourikoff (2000).‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬‬

4. Results

Table 1 shows descriptive statistics of entrepreneurial intention and its antecedents.
Despite the fact that entrepreneurial intentions are rather low, respondents have a 
rather favourable attitude towards entrepreneurship; they perceive their skills to 
be high, they have a rather high need for achievement and a high internal locus 
of control. The subjective norms are also quite high, which means that the social 
environment has a positive attitude towards entrepreneurship. The low level of 
entrepreneurial intentions suggests that there may be other variables that affect 
the relationship between attitude and actual behaviour. For example, people in our 
sample are quite risk-averse and this finding may, to some extent, explain the low 
level of entrepreneurial intentions. Findings reveal a very low perceived behavioural 
control, which means that individuals in Greece, during the economic crisis, 
perceive that entrepreneurial behaviour is not within their control. So, despite the 
fact that people may have a positive attitude towards entrepreneurship, the unstable 
economic climate of the country renders entrepreneurship not a feasible career path.
	 We also tested for gender differences in the aggregated entrepreneurial intention 
index, using a two-tailed t-test for the equality of means. The entrepreneurial 
intention of male respondents (M=3.93, SD=1.746) is higher than that of female 
respondents (M=3.67, SD= 1.647); however, the difference was not statistically 
significant (t(416)=1.508, p>0.05). The following figure provides a more detailed 
picture of the results.
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Table 1. Means for entrepreneurial intention and its antecedents

Figure 2. Entrepreneurial intentions by gender

There were no statistically significant differences (except for perceived behavioural 
control, for which the difference was marginally significant), as can be seen in the 
tables below. This may be due to the fact that the bad economic conditions in the 
country affect attitudes, personal factors and personality variables similarly for men 
and women. However, men regard themselves more able to engage in entrepreneur-
ial activities and they perceive that the entrepreneurial behaviour is more within 
their control than their female counterparts (see Tables 2 and 3).
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Table 2. Gender differences in variables

Table 3. Results of t-tests (gender differences)
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A correlation analysis has been conducted to explore the relationship between 
entrepreneurial intentions and all other variables. The results can be found in the 
table below.

Table 4. Correlations between entrepreneurial intention and its antecedent
	
	
	
	
	
	
	
	
	

	
	 ** Correlation is significant at the 0.01 level (2-tailed).
	 * Correlation is significant at the 0.05 level (2-tailed).
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	 The table above shows a significant positive correlation of all variables with 
entrepreneurial intentions except for the risk-taking propensity, which is significant 
but reversely negative This means that the more risk-averse people are, the lower 
their intention to become self-employed. This finding is in accordance with prior 
research (e.g. Hmieleski and Corbett, 2006). Furthermore, there is rather strong 
correlation between entrepreneurial intentions and the attitude towards entre-
preneurship; there is also modest correlation between entrepreneurial intentions, 
perceived behavioural control and subjective norms. These findings are similar 
to those of other studies, which used the theory of planned behaviour to explain 
entrepreneurial intentions (Ozaralli and Rivenburgh, 2016). Consistent with the 
trait approach, personality characteristics, such as the need for achievement, appear 
to be related to entrepreneurial intention, even if the correlation is rather low.
	 An exploratory factor analysis (varimax rotation, main component analysis) was 
selected, as far as barriers were concerned, to examine the pairwise relationships 
between individual variables and extract latent factors from the variables measured. 
Varimax rotation creates a solution in which factors are orthogonal (uncorrelated 
with one another), which can make results easier to interpret. The analysis performed 
brought the 36 different barriers down to nine factors, namely: public policy barriers 
(a=0.810), personal barriers (a=0.830), social barriers (a=0.772), economic barriers 
(a=0.661), operation barriers (a=0,809), networking barriers (a=0,791), stress 
barriers (a=0,633), regulation barriers (a=0,565) and finally business risk barriers 
(a=0,258). The nine factors as a whole explain a total of 63.38% of the variance. 
	 Table 5 shows descriptive statistics of the barriers perceived. As results show, 
the economic barriers, the public policy barriers and the business risk barriers are 
considered to be the most important ones towards undertaking entrepreneurial 
activities and reflect the difficult economic and political situation in Greece. The 
least important barriers are personal barriers and operation barriers.

Table 5. Descriptive statistics of the barriers perceived
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	 Correlation analysis between the barriers perceived and entrepreneurial 
intention shows that, in almost all cases, there is a very weak negative relationship. 
In other words, the stronger the inhibiting factors perceived, the lower the intention 
to become self-employed is. However, the negative relationship with entrepreneurial 
intentions is significant only for two barriers, namely, stress barriers and business 
risk barriers. So, surprisingly, the barriers perceived do not seem to influence one’s 
intentions to become an entrepreneur. This may be due to the fact that the economic 
crisis leaves people without many options (e.g., because of high unemployment), so 
they are willing to make the step into entrepreneurship even if they perceive that this 
process will be associated with various barriers. The results show modest or strong 
correlation between different kinds of barriers.

Table 6. Correlations between entrepreneurial intention and barriers perceived

	 ** Correlation is significant at the 0.01 level (2-tailed).
	 * Correlation is significant at the 0.05 level (2-tailed).
	
We also tested for gender differences in the barriers perceived. Differences were found 
in the perception of personal barriers that include self-confidence and ambition, the 
perception of operations barriers that include finding business opportunities, and 
marketing methods, the perception of networking barriers that include business 
contacts, and the perception of stress barriers that include work stress. Men regard 
these barriers as less problematic than women do.
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Table 7. Gender differences in barriers perceived

Table 8. Gender differences (t-tests)
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5. Summary and discussion of the results

The main goal of this paper was to examine the entrepreneurial intention of people 
in Greece in an era of economic crisis, but also to explore antecedents that may 
enhance or hinder entrepreneurial intentions. Another goal was to identify gender 
similarities or differences concerning the entrepreneurial intention, but also its 
antecedents, drawing mainly on the theory of planned behaviour. This paper offers 
preliminary results of a study that took place between February and June 2016 and 
consists of 419 respondents.
	 An important finding is that respondents showed relatively low intention to 
start their own business, although their personal attitudes toward becoming an 
entrepreneur and perceived desirability were high. One explanation could be 
that the perceived risks associated with a new business creation, and the unsta-
ble economic and political climate, render entrepreneurship an unfeasible career 
choice. Similar levels of entrepreneurial intentions in Greece were also shown in the 
Greek data of the GUESSS study that took place in 2013 (Sarri and Laspita, 2014). 
However, the lack of potential entrepreneurs or entrepreneurs in the first steps of 
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their activities could be an obstacle to the fast revival of the economy in the country, 
since, especially during times of financial instability, new businesses generate jobs, 
disseminate innovation and provide support to the local economy and the economy 
as a whole (Engle et al., 2010). In our study, the attitude towards entrepreneurship 
was higher than perceived behavioural control and Fitzsimmons and Douglas (2011) 
have found that individuals reporting high perceived desirability but low feasibility 
were less likely to report entrepreneurial intentions, which may also explain the low 
level of entrepreneurial intention of respondents in our sample. 
	 The negative relationship between risk preference and entrepreneurial intentions 
is in accordance with other studies (e.g., Hmieleski and Corbett, 2006; Barbosa et 
al., 2007). Similar to our results, Kennedy et al. (2003) also found that subjective 
norms positively correlated with entrepreneurial intentions. Finally, there was a 
rather small positive correlation between entrepreneurial intentions and one’s need 
for achievement and locus of control. The positive correlation is in agreement with 
previous studies conducted by Brockhaus (1975) and Borland (1974).
	 Another interesting result is that the economic barriers, the public policy barriers 
and the business risk barriers are considered the most important barriers towards 
undertaking entrepreneurial activities rather than, for example, barriers related 
to the individual (such as stress caused by undertaking entrepreneurial activities 
or networking). This is in accordance with the findings of Kouriloff (2000) who 
pointed out that, instead of being the key-player in fostering entrepreneurship, the 
government may, in fact, be a source of several important barriers to entrepreneur-
ship. This is why the role of the government and that of society as a whole, in creating 
an entrepreneurship-friendly environment, is essential for boosting entrepreneurial 
activity in the current period. Policy makers could use measures that include facili-
tation of access to financial services and funding, which are particularly important 
in times of economic recession, as well as reduction of bureaucracy, regulations 
and taxation (OECD, 2009). Such measures not only can render entrepreneurship 
a feasible (people in our study entrepreneurship is regarded as desirable, but less 
feasible) career path, but could also restore long-term growth for current businesses.
	 Our results show that, generally speaking, male and female potential entrepre-
neurs are quite similar in their motivation towards becoming self-employed during 
this period of economic crisis in Greece, as also indicated in literature on existing 
entrepreneurs (Brush, 1992; Veena and Nagaraja, 2013). Similarities were found, for 
example, in the risk-taking propensity, the skills perceived, the need for achieve-
ment, the locus of control, etc. If, however, both prospective and existing male 
and female entrepreneurs do not differ in their basic motivation to become entre-
preneurs, the question of the gender gap in entrepreneurial activity still remains 
open and should be investigated by future research. For example, Pines et al. (2010) 
found gender similarities in motivation for starting a business, the sense of signifi-
cance it provided and male/female entrepreneurial traits. The authors argue that 
women’s inferior position in entrepreneurship is a result of social and economic 
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exclusion and lack of equality, and their inferior role is reinforced in times of eco-
nomic crisis. “In times of crisis money ‘talks’ and women have no money. Financial 
organizations are reluctant to lend money to small and vulnerable businesses (that 
tend to characterize women) and they are reluctant to lend money to new businesses 
(that tend to characterize women” (Pines et al., 2010, p. 192). The small differences 
that we found in motives and hurdles could be influenced by socialization. “Society 
requires women to take on the mothering role, which often leads to unsatisfactory, 
truncated careers, while men are expected to be bread-winners. As a result of differ-
ent socialization, what one might expect would simply be fewer independent business-
women than independent businessmen” (Cromie, 1987, p.259). 
	 In our study, we did not identify significant differences in the entrepreneurial 
intentions of men and women (even if men show higher intention than women). 
However, in times of economic crisis, when there is a need for women to earn money 
for the survival of their families, stereotypes concerning women as members of the 
workforce may be overcome; however, obstacles regarding, for example, access to 
bank financing for women may still persist, since banks may face females who try 
to become entrepreneurs with some incredulity. These matters should be taken into 
consideration in order to reduce the gender gap in entrepreneurial intentions and 
activity. However, a gender gap in entrepreneurial activity still exists in the country 
and this has important implications for policy makers and educators, since measures 
need to be taken in order to raise female interest in entrepreneurship. Policy makers 
could use measures that include facilitation of access to financial services, legal 
protection of women entrepreneurs, a combination of mentoring and practical 
sessions, through which women can improve their business knowledge and their 
self-efficacy. In all measures taken, women’s special needs (e.g. children, care of older 
family members, etc.) should be taken into consideration. Educators could bring in 
class successful female entrepreneurs or organise excursions to companies founded 
by women in order to increase students’ perception of female entrepreneurship as 
something feasible and desirable.
	 The outcome of the study is limited by the cultural environment of the sample, 
since it was only tested in the Greek business context (thus, there could be a case of 
potential bias), during a specific period of time, which means cannot be projected 
into the future or compared to the process of adopting entrepreneurship in other 
countries or in other business sectors.

References
Ajzen, I. (1991). The theory of planned behavior. Organizational Behavior and Human Decision 

Processes, 50(2), 179-211. 
Aldrich, H., Renzulli, L. A., & Langton, N. (1998). Passing on privilege: Resources provided by 

self-employed parents to their self-employed children. Research in Social Stratification and 
Mobility, 16, 291-318. 

Bandura, A. (1982). Self-efficacy mechanism in human agency. American psychologist, 37(2), 122.



168 A. SARRI, S. LASPITA, A. PANOPOULOS, South-Eastern Europe Journal of Economics
2 (2018) 147-170

Barbosa, S. D., Gerhardt, M. W., & Kickul, J. R. (2007). The role of cognitive style and risk prefer-
ence on entrepreneurial self-efficacy and entrepreneurial intentions. Journal of Leadership & 
Organizational Studies, 13(4), 86-104.

Begley, T. M., & Boyd, D. P. (1987). Psychological characteristics associated with performance in 
entrepreneurial firms and smaller businesses. Journal of business venturing, 2(1), 79-93.

Bird, B. (1988). Implementing entrepreneurial ideas: The case for intention. Academy of 
Management Review, 13(3), 442-453. 

Boden, R. (1996). Gender and Self-Employment Selection: An Empirical Assessment. Journal of 
Socio- Economics, 25(6), 671-682.

Borland, C.M. (1974). Locus of control, need for achievement and entrepreneurship. Unpublished 
Dissertation. University of Texas. 

Boyd, N. G., & Vozikis, G. S. (1994). The Influence of Self-Efficacy on the Development of Entre-
preneurial Intentions and Actions. Entrepreneurship: Theory & Practice, 18(4), 63-77.

Brislin, R.W., (1970). Back translation for cross-cultural research. Journal of Cross-Cultural 
Psychology 1 (3), 185–216.

Brockhaus, R.H. (1980) Risk taking propensity of entrepreneurs, The Academy of Management 
Journal, 23(3), pp. 509-20.

Brockhaus, R. H. (1975). Ie locus of control scores as predictors of entrepreneurial intentions. In 
Academy of Management Proceedings (Vol. 1975, No. 1, pp. 433-435). Academy of Management.

Brush, C. G. (1992). Research on women business owners: Past trends, a new perspective and 
future directions. Entrepreneurship: Theory and Practice, 16(4), 5-30. 

Bullough, A., Renko, M., & Myatt, T. (2014). Danger Zone Entrepreneurs: The Importance of 
Resilience and Self-Efficacy for Entrepreneurial Intentions. Entrepreneurship: Theory & Practice, 
38(3), 473-499.

Carr, J. C. & Sequeira, J. M. (2007). Prior family business exposure as intergenerational influence 
and entrepreneurial intent: A theory of planned behavior approach. Journal of Business Research, 
60(10), 1090-1098. 

Carsrud, A. L. (1992). The psychology of entrepreneurship. Stirling: University of Stirling. 
Carter, N. M., Williams, M., & Reynolds, P. D. (1997). Discontinuance among new firms in retail: 

The influence of initial resources, strategy and gender. Journal of Business Venturing, 12(2), 
125-145. 

Chaganti, R. & Parasuraman, S. A. (1996). A study of the impacts of gender on business 
performance and management patterns in small businesses. Entrepreneurship: Theory and 
Practice, 21(2), 73-75. 

Chen, C.C., Greene, P.G. & Crick, A. (1998). Does entrepreneurial self-efficacy distinguish 
entrepreneurs from managers? Journal of Business Venturing, 13, 295-316. 

Coleman Alison (2014). Post-Eurozone Crisis: Greek Entrepreneurship Starts To Flourish. 
Available at: 

	 http://www.forbes.com/sites/alisoncoleman/2014/07/25/hardly-a-tragedy-as-greek-entrepre-
neurship-begins-to-flourish/#4b3893a5592f 

Cromie, S. (1987). Motivations of aspiring male and female entrepreneurs, Journal of Organizational 
Behavior, 8, 251-261.

Douglas, E. J., & Shepherd, D. A. (2002). Self-employment as a career choice: Attitudes, entrepre-
neurial intentions, and utility maximization. Entrepreneurship theory and practice, 26(3), 81-90.

Engle, R. L., Dimitriadi, N., Gavidia, J. V., Schlaegel, C., Delanoe, S., Alvarado, I., & Wolff, B. 
(2010). Entrepreneurial intent: A twelve-country evaluation of Ajzen’s model of planned 
behavior. International Journal of Entrepreneurial Behavior & Research, 16(1), 35-57.

Fayolle, A., & Liñán, F. (2014). The future of research on entrepreneurial intentions. Journal of 
Business Research, 67(5), 663-666. 

Fishbein, M., & Ajzen, I. (1975). Belief, attitude, intention, and behavior: An introduction to theory 
and research. Reading, MA: Addison-Wesley. 



169A. SARRI, S. LASPITA, A. PANOPOULOS, South-Eastern Europe Journal of Economics
2 (2018) 147-170

Fitzsimmons, J. R., & Douglas, E. J. (2011). Interaction between feasibility and desirability in the 
formation of entrepreneurial intentions. Journal of Business Venturing, 26(4), 431-440.

Greene, P. G., Hart, M. M., Gatewood, E. J., Brush, C. G., & Carter, N. M. (2003). Women entre-
preneurs: Moving front and center: An overview of research and theory. Coleman White Paper 
Series, 3, 1-47.

Hansemark, O. C. (2003). Need for achievement, locus of control and the prediction of business 
start-ups: A longitudinal study. Journal of Economic Psychology, 24(3), 301-319.

Heilman, M. E., & Chen, J. J. (2003). Entrepreneurship as a solution: The allure of self-employ-
ment for women and minorities. Human Resource Management Review, 13(2), 347-364.

Hmieleski, K. M., & Corbett, A. C. (2006). Proclivity for improvisation as a predictor of entrepre-
neurial intentions. Journal of Small Business Management, 44, 45–63.

Hundley, G. (2006). Family background and the propensity for self- employment. Industrial 
Relations, 45(3), 377-392.

Ioannidis, S., & Giotopoulos, I. (2014). Entrepreneurship in Greece 2012-2013: Evidence of 
recovery of small entrepreneurship, GEM, Foundation for Economic and Industrial Research. 

Kelley D. J., Baumer B.S., Brush C. G., Greene P. G., Mahdavi M., Cole M. M., Dean M., Heavlow 
R. (2016/2017), Global Entrepreneurship Monitor: Report on Women’s Entrepreneurship, 
Smith College and the Global Entrepreneurship Research Association (GERA).

Kelley D., Singer S. Herrington M. (2016). 2015/16 GlobalEntrepreneurship Monitor Report. 
Global Entrepreneurship Research Association (GERA) 

Kent C., Van Auken S., Young D. (1982). Managers and entrepreneurs: Do lifetime experiences 
matter? In Vesper K. (Ed.), Frontiers of entrepreneurship research (pp. 516–525). Babson Park, 
US: Babson College

Kennedy, J., Denman, D. J., Renfrow, D. P., & Watson, D. B. (2003). Situational factors and entre-
preneurial intentions. 16th Annual Conference of Small Enterprise Association of Australia and 
New Zealand, pp. 1-12. 

Kouriloff, M. (2000). Exploring perceptions of a priori barriers to entrepreneurship: A 
multidisciplinary approach. Entrepreneurship: Theory and practice, 25(2), 59-59.

Kristiansen, S. and Indarti, N. (2004). Entrepreneurial intention among Indonesian and Norwe-
gian students, Journal of Enterprising Culture, 12(1), 55-78.

Krueger, N. F. & Carsrud, A. L. (1993). Entrepreneurial intentions: Applying the theory of planned 
behaviour. Entrepreneurship & Regional Development: An International Journal, 5(4), 315-330. 

Krueger, N. F., Reilly, M. D., & Carsrud, A. L. (2000). Competing models of entrepreneurial inten-
tions. Journal of Business Venturing, 15(5-6), 411-432. 

Laspita, S., Breugst, N., Heblich, S., & Patzelt, H. (2012). Intergenerational transmission of entre-
preneurial intentions. Journal of Business Venturing, 27(4), 414-435.

Linan, F. (2008). Skill and value perceptions: how do they affect entrepreneurial intentions? 
International Entrepreneurship and Management Journal, 4(3), 257-272.

Liñán, F., & Chen, Y. W. (2009). Development and Cross‐Cultural application of a specific 
instrument to measure entrepreneurial intentions. Entrepreneurship theory and practice, 33(3), 
593-617.

Liñán, F., Rodríguez-Cohard, J. C., & Rueda-Cantuche, J. M. (2011). Factors affecting entrepre-
neurial intention levels: a role for education. International entrepreneurship and management 
Journal, 7(2), 195-218.

Ljunggren, E. and Kolvereid, L. (1996). New business formation: Does gender make a difference?, 
Women in Management Review, 11(4), 3-12.

Luthje, C. and Franke, N.(2003). The ‘making’ of an entrepreneur: Testing a model of entrepre-
neurial intent among engineering students at MIT, R&D Management, 33, 135-147.

Maes, J., Leroy, H., & Sels, L. (2014). Gender differences in entrepreneurial intentions: A TPB 
multi-group analysis at factor and indicator level. European Management Journal, 32(5), 784-
794.



170 A. SARRI, S. LASPITA, A. PANOPOULOS, South-Eastern Europe Journal of Economics
2 (2018) 147-170

Matthews, C.H. and Moser S.B.(1996). A longitudinal investigation of the impact of family back-
ground and gender on interest in small firm ownership. Journal of Small BusinessManagement, 
Vol.34, No. 2, pp. 29-43.

McClleland, D.C. (1961).The achieving society, Van Nostrand, New York.
Menaghan, E. G. & Parcel, T. L. (1995). Social sources of change in children’s home environments: 

The effects of parental occupational experiences and family conditions. Journal of Marriage and 
the Family, 57(1), 69-84. 

Mueller, S. L., & Thomas, A. S. (2001). Culture and entrepreneurial potential: A nine country 
study of locus of control and innovativeness. Journal of Business Venturing, 16(1), 51-75.

Norton Jr, W. I., & Moore, W. T. (2006). The influence of entrepreneurial risk assessment on 
venture launch or growth decisions. Small Business Economics, 26(3), 215-226.

OECD (2009). The Impact of the Global Crisis on SME and Entrepreneurship Financing and 
Policy Responses.

Ozaralli, N., & Rivenburgh, N. K. (2016). Entrepreneurial intention: antecedents to entrepreneurial 
behavior in the USA and Turkey. Journal of Global Entrepreneurship Research, 6(1), 3.

Peterman, N. E., & Kennedy, J. (2003). Enterprise education: Influencing students’ perceptions of 
entrepreneurship. Entrepreneurship theory and practice, 28(2), 129-144.

Pines, A., Lerner, M., & Schwartz, D. (2010). Gender differences in entrepreneurship: equality, 
diversity and inclusion in times of global crisis. Equality, diversity and inclusion: An International 
journal, 29(2), 186-198.

Ripsas, S. (1998). Towards an interdisciplinary theory of entrepreneurship, Small Business 
Economics, 10(2), pp. 103-15.

Rotter, J. B. (1966). Generalized expectancies for internal versus external control of reinforcement. 
Psychological Monographs, 80(1), 1-28.

Rychlak, J. F. (1981). Introduction to personality and psychotherapy: A theory- construction 
approach. Boston: Houghton Mifflin.

Sarri, A. & Laspita, S. (2014). Student Entrepreneurship in Greece: A Survey of Intentions 
and Activities. Greek Report of the GUESSS Project 2013/2014. Thessaloniki: University of 
Macedonia, Greece. 

Schaper, M. & Volery, T.(2007).Entrepreneurship and small business, 2, illustrated ed. John Wiley 
& Sons Australia, Milton, Qld.

Scherer, R. F., Brodzinsky, J. D., & Wiebe, F. A. (1991). Examining the relationship between 
personality and entrepreneurial career preference. Entrepreneurship and Regional Development, 
3, 195–206. 

Schlaegel, C., & Koenig, M. (2014). Determinants of Entrepreneurial Intent: A Meta-Analytic Test 
and Integration of Competing Models. Entrepreneurship Theory and Practice, 38(2), 291-332.

Shapero, A.(1984). The Environment for Entrepreneurship (C.A. Kent, ed.), Lexington Books, 
Lexington, Ma., pp. 21-40 

Shapero, A. & Sokol, L. (1982). Social dimensions of entrepreneurship. In C.A. Kent,D.L. Sexton, 
& K.H. Vesper (Eds.), The encyclopedia of entrepreneurship (pp. 72–90). Englewood Cliffs, NJ: 
Prentice-Hall.

Souitaris, V., Zerbinati, S., & Al-Laham, A. (2007). Do entrepreneurship programmes raise entre-
preneurial intention of science and engineering students? The effect of learning, inspiration and 
resources. Journal of Business Venturing, 22(4), 566-591. 

Verheul, I. & Thurik, R. (2001). Start-Up capital:” Does gender matter?”. Small Business Economics, 
16(4), 329-346. 

Wang, C. K. & Wong, P. (2004). Entrepreneurial interest of university students in Singapore. 
Technovation, Vol. 24, pp.163-172.

Veena, M., & Nagaraja, N. (2013). Comparison of Male and Female Entrepreneurs–An Empirical 
Study. International Journal of Engineering and Management Research, 3(6), 138-143.



Abstract  
To tackle undeclared work, the conventional rational economic actor approach 
uses deterrents to ensure that the costs of engaging in undeclared work outweigh 
the benefits. Recent years have seen the emergence of a social actor approach 
which focuses upon improving tax morale. To analyse the association between 
participation in undeclared work and these policy approaches, 2,014 face-to-
face interviews, conducted in FYROM in 2015, are reported. Logistic regression 
analysis reveals no association between participation in undeclared work and the 
perceived level of penalties and risk of detection, but there is an association with 
the level of tax morale. The paper concludes by discussing the implications for 
theory and policy.  
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Introduction

Undeclared work refers to paid work which is legal in all respects other than not 
being declared to the authorities for tax, social security or labour law purposes 
(Aliyev, 2015; Barsoum, 2015; Boels, 2014; European Commission, 2007; Hodosi, 
2015; OECD, 2012; Williams, 2014a,b; Williams et al., 2012). This paper evaluates 
different approaches for tackling undeclared work. Conventionally, the dominant 
approach has been to view participants as rational economic actors who participate 
in undeclared work when the pay-off is greater than the expected cost of being caught 
and punished (Allingham and Sandmo, 1972). Therefore, to tackle undeclared work, 
efforts are pursued to increase the actual or perceived risks of detection and costs. 
However, over the past decade or so, a new emergent ‘social actor’ approach has 
claimed that participation in undeclared work occurs when tax morale is low, which 
is often narrowly defined as the intrinsic motivation to pay taxes (Alm et al., 2010; 
Cummings et al., 2009; Kirchler, 2007; Murphy, 2008; Torgler, 2007). In this case, 
though, following Luttmer and Singhal (2014), the term refers to non-pecuniary 
motivation reasons for tax compliance, including factors falling outside the standard 
utility framework. Thus, the social actor approach seeks to improve tax morale by 
bringing informal institutions (i.e., norms, values and citizens’ beliefs) into symme-
try with codified laws and regulations of formal institutions (Alm et al., 2012a; Alm 
and Torgler, 2011; Torgler, 2012). The aim of this paper is to evaluate the association 
between participation in undeclared work and these policy approaches. To this end, 
a survey is reported, which was conducted in 2015 in FYR of Macedonia (FYROM), 
a country with one of the highest levels of undeclared work in South-East Europe 
(Williams and Schneider, 2016).
	 This paper advances knowledge in three ways: First, and empirically, it not only 
reports the first survey on tax morale in FYROM conducted after the fourth wave of 
the European Values Survey in 2008, which is now outdated, but also the first survey 
in FYROM that evaluates the association between participation in undeclared work 
and perceived level of sanctions, detection and tax morale. Secondly, this paper 
results in advanced understanding by evaluating the rational economic actor and 
social actor approaches towards undeclared work, and, particularly, the assumption 
in relevant literature that the social actor approach is merely an extension of the 
rational economic actor approach, which explains the residual non-compliance 
not explained by the rational economic actor approach (Alm et al., 2012b). Finally, 
the third way knowledge is advanced is by revealing that there is no association 
between participation in undeclared work and perceived level of penalties and risk 
of detection, whereas there is an association with the level of tax morale, which 
contributes to policy by revealing the need for greater emphasis on improving tax 
morale when tackling undeclared work.
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	 Consequently, in section 2, these rational economic actor and social actor 
approaches are reviewed in order to formulate hypotheses for evaluation. Section 
3 then introduces the data and methodology to evaluate these hypotheses, namely 
a logit regression analysis of 2,014 face-to-face interviews conducted in 2015 
in FYROM. The results are reported in section 4, while section 5 concludes by 
discussing theoretical and policy implications. 

1. Tackling undeclared work: literature review and hypotheses development

Recently, it has been widely recognised that even if the undeclared economy is more 
prevalent in the developing rather than the developed world, it is extensive and 
persistent in all global regions and not decreasing in scale over time (ILO, 2013; 
Jütting and Laiglesia, 2009; Williams and Schneider, 2016). Indeed, with some 
estimates suggesting that 60% of the global workforce have their main job in the 
undeclared economy (Jütting and Laiglesia, 2009), tackling undeclared work has 
moved nearer the top of policy agendas of supra-national agencies and governments 
across the globe (European Commission, 2007; OECD, 2012; Williams, 2014a, 
2017). 
	 How can undeclared work be tackled? Reviewing the literature, it is apparent 
that there are two distinct policy approaches, each grounded on different explana-
tions for participation in undeclared work. These are the rational economic actor 
approach, which tackles undeclared work by ensuring that the benefits from unde-
clared work are lower than the costs, and the social actor approach based on a view 
that undeclared work arises when tax morale is low. Below, each one is considered 
in turn.

Rational economic actor policy approach

This rational actor approach came to the fore in the late 1960s, when it was popu-
larised by Becker (1968) when explaining crime. In the early 1970s, Allingham and 
Sandmo (1972) then applied it to tax non-compliance, viewing the non-compliant 
as rational economic actors who evade tax when the pay-off is greater than the 
expected cost of being caught and punished. The goal for governments was, thus, to 
change the cost/benefit ratio perceived by those considering non-compliance. This 
was to be achieved by increasing the actual and/or perceived penalties and risks 
of detection, and, consequently, costs. Such an approach was subsequently widely 
adopted (e.g., Grabiner, 2000; Hasseldine and Li, 1999; Job et al., 2007; Richardson 
and Sawyer, 2001; Williams, 2017). 
	 Indeed, this is also the dominant policy approach in FYROM, the country 
studied in this paper. Amendment to the Law on Labour Relations (Official Ga-
zette of the Republic of Macedonia, No. 54/2013) increased penalties for undeclared 
work to €7,000 and since 2012, there has been a focus on improving the likelihood 
of detection, using not only wider electronic data exchange across government 
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agencies, but also more targeted inspections in high-risk sectors (Dzhekova et al., 
2014).  
	 Despite its widespread adoption, the evidence-base that increasing the risks of 
detection reduces undeclared work is less than conclusive (Alm et al., 1992, 1995; 
Slemrod et al., 2001; Varma and Doob, 1998). Therefore, in order to evaluate the 
validity of this rational economic actor approach, the following hypothesis can be 
tested:

Rational economic actor hypothesis (H1): the greater the perceived penalties and risk 
of detection, the lower the likelihood of participation in undeclared work, ceteris 
paribus.
	 H1a: the greater the penalties perceived, the lower the likelihood of participation 
in undeclared work.
	 H1b: the greater the risks of detection perceived, the lower the likelihood of 
participation in undeclared work.

Social actor policy approach

During the past decade or so, a new policy approach has emerged which recognises 
that citizens are not always rational economic actors, given that many operate 
voluntarily on a declared basis even when the benefit/cost ratio suggests that they 
should work in the undeclared economy (Alm et al., 2010; Kirchler, 2007; Murphy, 
2008; Murphy and Harris, 2007). A ‘social actor’ model has, thus, emerged, which 
views participation in undeclared work as resulting from low tax morale.
	 This approach has its origins in the classic work of Georg von Schanz (1890), who 
drew attention to the relevance of the tax contract that exists between the state and its 
citizens. More than six decades later, the German ‘Cologne school of tax psychology’ 
sought to measure tax morale (see Schmölders, 1952, 1960, 1962; Strümpel, 1969) 
and viewed it as strongly correlated with tax non-compliance (Schmölders, 1960). 
Although the rise of the rational economic actor approach from the 1970s onwards 
led to the demise of this social actor approach, over the past decade or so, it has 
re-emerged (Alm et al., 2012a; Kirchler, 2007; Torgler, 2007, 2011). At the heart of 
this approach lies the objective of improving tax morale in order to elicit greater 
self-regulation (Alm and Torgler, 2011; Kirchler, 2007; Torgler, 2007, 2011, 2012; 
Williams, 2014a; Williams, 2017). This is sometimes seen as an extension of the 
rational economic actor approach and explains the residual non-compliance not 
explained by the rational economic actor approach (Alm et al., 2012b).
	 Reading this tax morale approach through the lens of institutional theory (Baumol 
and Blinder, 2008; North, 1990), all societies are viewed as having both formal institu-
tions, which are codified laws and regulations that define the legal rules of the game, 
and informal institutions, which are ‘socially shared rules, usually unwritten, that 
are created, communicated and enforced outside of officially sanctioned channels’ 
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(Helmke and Levitsky, 2004: 727). When adopting this institutional lens, tax morale 
measures the extent to which formal institutions (which we term as ‘state morale’ 
here) and informal institutions (here termed as ‘civic morale’) are aligned. When 
there is asymmetry, tax morale will be low and engagement in undeclared work rife 
(Williams and Horodnic, 2017a, b). Therefore, to evaluate the validity of this policy 
approach towards tackling participation in undeclared work, the following hypoth-
esis can be evaluated:

Social actor hypothesis (H2): the greater the tax morale, the lower the likelihood of 
participation in undeclared work.

2. Data and Variables

Data

To evaluate these hypotheses on tackling undeclared work, the data reported here 
come from 2,014 face-to-face interviews conducted in FYROM in late 2015. This sur-
vey was collected by the private, independent Macedonian research agency BRIMA 
for the purpose of the European Commission’s Framework 7 Industry-Academia 
Partnerships Programme (IAPP) research project titled ‘Out of the shadows: 
developing capacities and capabilities for tackling undeclared work in Bulgaria, 
Croatia and FYROM’.1 The survey analysed not only attitudes towards undeclared 
work, but also who purchases and supplies undeclared work, and the relationship 
between participation in undeclared work and the perceived penalties and risk of 
detection, as well as level of tax morale. 
	 To collect these data, a multi-stage random (probability) sampling methodology 
was used to ensure that issues of gender, age, region and locality size, the national 
level sample, as well as each level of the sample, were representative as proportions 
of the country’s population size. Furthermore, to balance the random error, the 
database is additionally weighted based on age and gender characteristics.2 In every 
household the ‘closest birthday’ rule was applied to select respondents, while every 
subsequent address was determined by the standard ‘random route’ procedure 
used in Eurobarometer surveys. Interviewing was performed using the face-to-face 
methodology (TAPI – Tablet Assisted Personal Interview) by trained professional 
interviewers.
	 Given the sensitive topic being investigated, the reliability of the data collected 
needs to be briefly discussed. In 93% of the interviews, interviewers reported good or 
excellent cooperation from the participant when answering questions, and average 
cooperation in 6% of the cases. Cooperation was found to be poor in only 1% of 
cases. No evidence was, therefore, identified of reticence on the part of respond-

1. For more about BRIMA agency please see: http://www.brima.com.mk/eng/index.html
2. A total of 2,014 effective interviews were completed yielding an overall margin of error of ± 2.18% 

at the midrange of the 95% confidence level. Consequently, population weights based on age and 
gender are additionally applied to balance this random error.
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ents in answering the questions, perhaps reflecting how undeclared work, although 
formally illegal, is widely deemed a socially legitimate activity in FYROM. 

Variables

To evaluate whether increasing penalties and risks of detection and having greater 
tax morale reduce the likelihood of participation in undeclared work, the dependent 
variable used is a dummy variable with recorded value 1 for those who answered 
‘yes’ to the question: ‘Did you yourself carry out any undeclared paid activities in the 
last 12 months?’ Here we mean again activities which you were paid for and which 
were not or not fully reported to tax authorities.’ 
	 Drawing upon previous studies evaluating participation in undeclared economy 
(Williams and Horodnic, 2015a, b, 2017a; Williams and Padmore, 2013a, b), Table 
1 illustrates these explanatory variables along with the control variables used in the 
analysis.
	 Given that there were a considerable number of missing values and answers (i.e., 
refusal and ‘don’t know’) across dependent and independent variables, multiple 
imputation was used to predict values. This is done using a system of chained 
equations for each variable with missing values, with twenty five imputations 
simulated for each missing value.
	 To evaluate the relationship between participation in undeclared work and 
perceived penalties and risk of detection, as well as the level of tax morale, a logit 
regression analysis is here conducted and then the average marginal effects are 
calculated.3 The following equation is estimated:

where i  indicates the individuals observed in the sample (i=1,...,n) and n the total 
number of individuals in the sample. Furthermore,  Pr represents probability of 
engagement in undeclared economy, Un_worki denotes participation in undeclared 
work, Exp_sanci denotes the level of perceived penalties, Det_riski denotes the level 
of detection risk, Tax_mori denotes the level of tax morale, and Con_vari denotes all 
control variables defined in Table 1.

3. For more details about the logit model, please, see Green (2008) and Maddala (2001).
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Table 1. Summary of variables used in the analysis

	 Source: Own representation based on the representative survey of 2,014 individuals in FYROM
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3. Findings

Of the 2,014 respondents interviewed in 2015 in FYROM, 6.6 percent reported 
having participated in undeclared work in the last 12 months, which is 1 in 15, and 
they reported earning a mean income of 393 Euros per annum from their undeclared 
work.4 Examining the type of activities in which they had engaged, Figure 1 illus-
trates that 13% of these undeclared workers had provided home maintenance and 
improvement services, 10% baby-sitting, 8% had worked as a waiters or waitresses, 
8% had sold other goods or services, 7% had engaged in domestic cleaning, 6% in IT 
assistance, 6% in tutoring, 6% had sold food produce, 4% engaged in car repairs, 3% 
in gardening services, 3% had sold goods or services associated with their hobby, 3% 
had undertaken home removal, and 2% had ironed clothes.    	

Figure 1. Type of activities carried out on an undeclared basis in FYROM, % of 
undeclared workers

	 Source: Authors’ own calculations based on the representative survey of 2,014 individuals in 
FYROM

4. Respondents who admitted participation in undeclared work were asked how much money they 
received in total from the undeclared activities which they had carried out in the last 12 months.
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	 Figure 2 reveals that only 17% of this undeclared work was conducted as waged 
employment for businesses. The remaining 83% was conducted on a self-employed 
basis, with 21% conducted for friends, colleagues or acquaintances, 18% for 
relatives, 11% for neighbours, and the remaining 26% on a self-employed basis for 
people previously unknown to them. Some 7% either refused to answer or answered 
‘I do not know’. The important finding, therefore, is that half of all undeclared work 
in FYROM is conducted for close social relations. This is a similar proportion to 
findings in previous studies in the EU28 as a whole (Williams, 2014). 

Figure 2. The structure of buyers of undeclared goods and services in FYROM, % 
of undeclared workers

	 Source: Authors’ own calculations based on the representative survey of 2,014 individuals in 
FYROM

Which population groups, therefore, more frequently participate in undeclared 
work? And what are their views on penalties, risks of detection and acceptability of 
operating in the undeclared economy (i.e., their tax morale)? Table 2 reports these 
descriptive statistics, which reveals that men participate in undeclared work more 
frequently than women (and also earn a higher mean income from their work in the 
undeclared economy); those aged 25-39 engage in undeclared work more frequently, 
and the proportion participating then decreases as age increases; those of Albanian 
ethnicity participate in undeclared work far more frequently than Macedonians 
(11.8% compared to 4.7%); 15.1% of the self-employed and 9.0% of the unemployed 
engage in undeclared work. Other groups, such as employees, the retired and 
students do so less frequently. There is also a slight tendency for those struggling to 
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cope financially to participate in undeclared work more often. Those who perceive 
the rest of the population to be more likely to engage in undeclared work, often do 
so more themselves, reflecting that, where ‘horizontal trust’ is low (i.e., trust in other 
citizens to operate legitimately), undeclared work is more frequent. Undeclared 
work also appears to be more prevalent in rural areas and villages than in ‘more 
urban’ areas, and much more prevalent in some regions (i.e., the Southwestern and 
Polog regions) than the rest of the country.

Table 2. Participation in undeclared work in FYROM

	 Source: Authors’ own calculations based on the representative survey of 2,014 individuals in 
FYROM
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	 Examining the possible association of participation in undeclared work with the 
risk of detection perceived, no discernible trend appears to be apparent and so far as 
sanctions are concerned, there appears to be a slightly greater possibility that those 
who perceive sanctions as lower engage in undeclared work more often. There does, 
however, appear to be a possible relatonship between participation in undeclared 
work and tax morale. The higher the level of tax morale, the lower the likelihood of 
participating in undeclared work. However, to examine this, logit regression model 
has to be applied.
	 To evaluate whether there is statistically significant association between partici-
pation in undeclared work and these explanatory variables when control variables 
are introduced and held constant, as well as whether any of these control variables 
are significantly associated with participation in undeclared work, Table 3 reports 
the average marginal effects after estimation of the logit model. To do this, a staged 
approach was adopted. In model 1, the socio-demographic variables were analysed, 
in model 2 socio-economic characteristics were added, in model 3 spatial variables 
were added as well, before model 4 added variables evaluating policy approaches, 
namely penalties and detection risks perceived, and tax morale.
	 Starting with the control variables and, therefore, which employee groups 
should perhaps be targeted by inspectors seeking to tackle participation in unde-
clared work, the finding in model 1 is that gender is strongly statistically signifi-
cant; women are less likely to participate in undeclared work by between 3.7 and 4.2 
percentage points than men. Ethnicity is also statistically significant with those of 
Albanian ethnicity being more likely than Macedonians to participate in undeclared 
work. Age, however, is not found to be associated with participation in undeclared 
work. When socio-economic variables are added in the case of model 2, the signs 
and significance levels of these socio-demographic variables remain the same. The 
additional finding is that the unemployed are significantly more likely to participate 
in undeclared work than those employed, those retired, students and the economi-
cally inactive. For example, the marginal effect indicates that being employed, rath-
er than unemployed, reduces the probability of participation in undeclared work 
by between 3.0 and 3.2 percentage points. This is similar for those who perceive 
that more than 50% of the population are engaged in undeclared work: they are 
significantly more likely to participate in undeclared work than groups believing 
that small proportions of the population are engaged in the undeclared economy. 
Furthermore, the marginal effect indicates that those who perceive that less than 5 
percent of the population are engaged in undeclared work are between 5.3 and 5.8% 
less likely to participate in undeclared work than those perceiving that more than 
half of the population are engaged in undeclared work. ‘Horizontal trust’, therefore, 
appears to play a significant role in determining participation in undeclared work. 
There is no statistically significant relationship, however, between participation in 
undeclared work and one’s financial status. 
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Table 3. Average marginal effects after logit estimate of the likelihood of participation 
in undeclared work in FYROM

	 Significance: *p<0.1, **p<0.05, ***p<0.01
	 Source: Authors’ own calculations based on the representative survey of 2,014 individuals in 
FYROM
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	 When spatial variables are added in the case of model 3, the signs and significance 
levels remain the same for the socio-demographic and socio-economic variables, 
with the exception of ethnicity. Once spatial variables are introduced, the significance 
of ethnicity disappears, largely because of the spatial concentration of these ethnic 
groups. Indeed, although there was moderate correlation between ethnicity and 
spatial variables, they remained within the limits required and, therefore, both 
predictors were retained in the model. The finding is that there is no statistically 
significant correlation between participation in undeclared work and urban/rural 
characteristics, but those from Southwestern and Polog regions are more likely to 
participate in undeclared work than others.
	 In model 4, the same socio-demographic, socio-economic and spatial signs and 
significance levels as in model 3 persist. However, the important finding is that there 
is no statistically significant relationship between participation in undeclared work 
and either the scale of penalties (refuting H1a) or the risk of detection (refuting 
H1b). However, tax morale is a significant predictor of the propensity to participate 
in undeclared work (confirming H2). The higher the tax morale, the lower the likeli-
hood of participation in undeclared work is. Furthermore, those with high level of 
tax morale are 2.2% less likely to participate in undeclared work than others. These 
results, therefore, refute the rational economic actor deterrence approach adopted 
by many governments and validate the emergent social actor approach. 

4. Discussion and Conclusions

Evaluating the association between participation in undeclared work and the 
conventional rational economic actor approach, which seeks to increase the 
penalties and risks of detection, and the social actor approach, which seeks to 
improve tax morale, the finding is that participation in undeclared work in FYROM 
is not influenced by penalties or risk of detection, but is significantly associated with 
the level of tax morale. Viewed through the lens of institutional theory, therefore, 
when norms, values and citizens’ beliefs do not adhere to those of the state in terms 
of codified laws and regulations, there is greater likelihood for people to participate 
in undeclared work. Increasing the perceived or actual level of penalties and risk 
of detection citizens may be facing has no impact on the probability of undeclared 
work. Therefore, the current, widely used deterrence approach needs to be at least 
complemented by a tax morale approach. 
	 What can, therefore, be done to improve tax morale? Given that tax morale is a 
measure of the lack of alignment of laws, codes and regulations of formal institutions 
and norms, beliefs and values of informal institutions (Helmke and Levitsky, 2004; 
Webb et al., 2009), two sets of policy initiatives can be used to reduce the asymmetry 
between formal institutions (‘state morale’) and informal ones (‘civic morale’), thus 
improving tax morale and, in doing so, reducing participation in undeclared work.
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	 On the one hand, policy initiatives can be pursued to change norms, values 
and beliefs regarding the acceptability of participating in undeclared work. Firstly, 
campaigns can be designed to raise awareness about the benefits of working in the 
declared economy and the costs of participating in undeclared work, and secondly, 
policy initiatives can be pursued to educate citizens about the benefits of taxation in 
terms of public goods and services received for the taxes they pay. These measures 
might range from introducing the issue of taxation in the Civics syllabus of school 
curriculum through sending letters to taxpayers about how their taxes are spent, to 
putting up signs in hospitals, roads and schools, such as, for instance, ‘Paid for by 
your taxes’. 
	 On the other hand, however, reform of formal institutions is also required, espe-
cially in countries such as FYROM, where formal institutional deficiencies lead to 
lack of trust in the government. Firstly, this requires changes in the macro-economic 
level and social conditions that lead to lower tax morale, such as increasing the level 
of expenditure on active labour market policies to support vulnerable groups and 
the level of expenditure on social protection (Autio and Fu, 2015; Dau and Cuervo-
Cazzurra, 2014; Thai and Turkina, 2014). Secondly, it requires changes to the way 
formal institutions operate in the form of governance modernisation. As previous 
studies have revealed, tax morale improves when citizens view the government as 
treating them in a respectful, impartial and responsible manner (Gangl et al., 2013; 
Murphy, 2005), i.e., when citizens view themselves as paying their fair share com-
pared to others (Kirchgässner, 2010, 2011; Molero and Pujol, 2012), and they believe 
they receive the goods and services they deserve given the taxes they pay (McGee, 
2005). Ensuring citizens perceive themselves as receiving their fair share, when 
compared to others, and as being treated equitably and impartially is, therefore, a 
necessary perquisite condition for tackling participation in undeclared work. 
	 However, these findings about the need for a social actor approach and for 
greater emphasis on tax morale are based on just one dataset in one country and are, 
therefore, very tentative. Further studies in other countries regarding the effective-
ness of different policy approaches are required. So, if this paper stimulates further 
evaluations, in a wider range of countries, of the effectiveness of these contrasting 
policy approaches in reducing the likelihood of participating in undeclared work, 
then it will have fulfilled one of its intentions. And if this, then, stimulates govern-
ments to consider alternative approaches, other than simply deterring participation 
in undeclared work by increasing penalties and the risk of detection, then this paper 
will have fulfilled its broader aim.
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Abstract  
This paper aims, firstly, to analyse the dynamics of electricity efficiency measured 
by electricity intensity in the household sector in Croatia at the subnational level, 
in the period 2001-2013. Then, to shed more light on determinants affecting 
electricity intensity, it evaluates the effect of social capital thereon by conducting 
the stepwise and quantile regression methods. The results of the former indicate 
support for a negative effect of generalised trust and reciprocity on household 
electricity intensity. The results of the latter show that social capital does not 
influence electricity intensity uniformly; in other words, its influence is more 
significant in tourism-oriented regions and regions lagging behind. The findings 
are briefly discussed within the social study findings aimed at encouraging energy 
efficiency and sustainable behaviour of households through collective action for 
which generalised trust and reciprocity, as well as social trust in general, are crucial. 
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1. Introduction

Electricity intensity is an indicator of electricity efficiency in the economy that 
measures the amount of electricity necessary to produce a Euro’s worth of economic 
output. A reduction in electricity intensity may indicate greater electricity efficiency 
and generate positive effects on all three EU energy policy challenges – namely, 
security of supply, climate change and affordability - as well as better quality of life 
in general. Hence, exploring the intensity of electricity use is also important from an 
energy policy-making perspective. 
	 Recently, there has been growing interest in explaining the dynamics and 
determinants of energy and electricity intensity, in particular (Bodger and 
Mohamed, 2005; Liddle, 2009; Inglesi-Lotz and Blignaut, 2012; De Cian et al., 2014; 
Pickenpaugh and Balash, 2015). The results of these studies indicate that energy/
electricity intensity has been declining and will decline further over years, due to 
the adoption of more efficient technologies and practices, structural changes, new 
and more demanded efficiency standards, behavioural changes, as well as financial 
incentives for energy improvements (see, e.g., IEA, 2015 or EIA, 2016). The value of 
electricity intensity varies significantly between countries and regions (e.g., Bodger 
and Mohamed, 2005; De Cian et al., 2014), depending on their development stage, 
the composition of their gross domestic product (GDP), the share of the electricity 
sector in gross output and total energy use, the state of technology, the price of 
electricity, demographics, and the like. Thereby, Industrialized Asia, Western Europe 
and North America have the lowest electricity intensity, while Eastern Europe and 
developing countries the highest (Bodger and Mohamed, 2005). 
	 Although considerable research has been devoted to investigating electricity 
intensity at the national or cross-national level, rather less attention has been paid 
to the sub-national level, particularly in Central and Eastern Europe. However, this 
level plays a key role in implementing energy policies and action plans. It also has 
important correctional functions, since energy programs, plans and actions can be 
supplemented and corrected to better align with the specifics of sub-national areas. 
Moreover, bearing in mind that electricity consumption may cause economic growth 
and development, and that households make up an important electricity-consuming 
sector, it is worth explaining, determining and monitoring how efficiently electricity 
is used by this sector at the sub-national level. 
	 While previous studies mostly stress the importance of demographic 
characteristics of consumer units in energy use (e.g., age or educational level), 
physical characteristics of dwellings (e.g., type of building, residence size or its age, 
building materials, and the like), economic variables (such as available income or 
GDP) and contextual variables (e.g., climate and weather); very little attention has 
been paid to social context and social capital, in particular. However, Georg already 
(1999) illuminated that many issues related to consumption are deeply rooted in 
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the social context, and Briceno and Stagl (2006) stressed that social capital itself can 
enhance the quality of life, while making the consumption process more efficient 
and, therefore, reducing consumption. 
	 The main aim of this paper is twofold; first, to analyse the dynamics of electricity 
efficiency measured by electricity intensity in the household sector in 21 NUTS-3 
(the Nomenclature of Territorial Units for Statistics) Croatian counties (hereafter: 
regions) over the period 2001-2013, and second, to evaluate the effects of social capital 
variables on electricity intensity in the household sector by conducting the stepwise 
regression method. The paper follows Borozan and Radman-Funaric (2016a), who 
defined social capital as a hierarchical construct with three main dimensions: so-
cial trust (composed of three sub-dimensions: generalised trust and reciprocity, in-
stitutional trust and trustworthiness [an individual’s civic commitment and moral 
principles]), participation (membership in various associations, organisations and 
clubs) and civism (the perceived absence of opportunistic, predatory behaviour by 
fellow citizens, such as corruption, tax evasion or use of influential connections). 
	 The stepwise regression method, described by Hinkle et al. (2003), is used to 
determine the set of social capital dimension and sub-dimension variables that 
make a statistically significant contribution to the explanation of variability in 
household electricity intensity. Namely, although the shortcomings of stepwise 
multiple regression are well known, the method is beneficial when there is little 
theory to guide the selection of determinants for a model (see Whittingham et al., 
2006). Quantile regression, proposed by Koenker and Bassett (1978), is further used 
to check the stepwise regression results and provides more in-depth insights into 
the effects of social capital variables on electricity intensity at different quantiles of 
electricity intensity.  
	 Results obtained in this paper advance the energy and environment related 
literature in two ways. First, results show that a regional perspective in electricity 
conservation programs and action is not only justified but necessary, since 
electricity efficiency is unevenly distributed across regions and, also, dependent on 
economic conditions. Thereby, electricity intensity is generally higher in tourism-
oriented regions and regions lagging behind, while it is lower in more developed 
regions. Second, social capital variables, generalised trust and reciprocity and 
social trust, in particular, play an important role in explaining energy intensity 
variability, indicating, this way, the possibility of enhancing electricity efficiency and 
conserving household electricity consumption by influencing social interaction in 
the population. This influence is particularly present in tourism-oriented regions 
and regions lagging behind.
	 The remainder of this paper is divided into four sections. Section 2 briefly 
reviews relevant literature on the relationships between social capital and energy 
efficiency. Section 3 explains the main trends in electricity intensity in Croatia and 
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its regions, and describes the data used and the method applied. Section 4 presents 
and discusses empirical results, while Section 5 concludes with a brief look at some 
possible directions for further research. 

2. A Review of Social Studies of the Relationship between Social Capital and 
Energy Efficiency

A positive effect of social capital and its particular dimensions on common goals 
of a certain group of people has been explored and corroborated in many studies 
(Ostrom, 1990; Putnam et al., 1993; Inglehart, 1997). The aim of this paper is to find 
out whether social capital also affects electricity intensity in the household sector. 
	 Allcott (2011) observed that economists, in general, and energy policymakers, 
in particular, have historically focused on how economic variables, such as prices 
or financial incentives, affect demand. However, he demonstrated that non-price 
interventions, like sending a letter to consumers on their electricity consumption 
over the past twelve months compared with the mean of their comparison group, 
together with suggestions on energy saving actions, can affect consumer behaviour 
and encourage people to conserve energy. Nolan et al. (2008) and Schultz et al. (2007) 
also corroborated that social norms have a significant effect on energy conservation. 
To that end, Nolan et al. (2008) showed that descriptive norm messages (e.g., 
information about energy consumption of neighbouring households) have a greater 
effect on electricity consumption than mere advice on energy conservation, while 
Schultz et al. (2007) showed that descriptive norm messages should be combined 
with injunctive messages so as to have a greater effect and prevent the occurrence 
of the so-called boomerang effect. Goldstein et al. (2008) explained this effect of 
descriptive norms on people behaviour. They emphasised that a social group adapts 
its behaviour to the behaviour of people in its neighbourhood, and that descriptive 
norm messages may have a greater effect on the individual rather than global norms. 
Zak and Knock (2001) demonstrated that trust is lower when the social distance 
between people is larger. 
	 Empirical literature in this field also illuminates that energy conservation 
produces two side effects on electricity consumers: lower electricity costs and a 
good feeling that they contribute to environmental conservation. Frederiks et 
al. (2015) clarified that cognitive biases and motivational factors in household 
energy consumption and conservation behaviour are necessary in order to bridge 
the gap between pro-environmental knowledge, values, attitudes and intentions, 
and everyday energy-related behaviour of consumers. Sanditov and Arora (2016) 
underlined that an individual is more willing to invest in a global public good within 
a ‘cohesive’ network structure, which is rich in social ties spanning across families, 
neighbourhoods and circles of close friends.
	 Kavousian et al. (2013) analysed household electricity consumption and 
its structural and behavioural determinants for 1,628 households in the U.S. 
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They found out that external conditions (e.g., weather and location), physical 
characteristics of dwellings (e.g., residence size), appliances and electronics stocks, 
as well as occupants, are significant drivers of electricity consumption. Moreover, 
they found out that weather and physical characteristics of dwellings influence 
more considerably household electricity consumption compared to, e.g., occupant 
behaviour, a finding consistent with those by Guerra Santin et al. (2009). However, 
in terms of the impact of behavioural factors, their results agree with some previous 
studies (Cramer et al., 1985; Gouveia et al., 2012), which showed that household 
electricity consumption is primarily determined through the way households use 
electricity, rather than by the way they value energy efficiency.
	 Georg (1999) already found that many issues related to consumption are 
deeply embedded in social context. A number of factors influence, directly or 
indirectly, the household level of energy consumption, and from a sociological 
point of view, increase in consumption may be reduced to a common denominator: 
the trend towards individualisation. The most noticeable physical indication of 
individualisation is the trend towards a decreasing number of people per household, 
which, according to Vercalsteren and Geerken (2003), leads to the creation of new 
preferences and patterns of consumption centred more and more on the individual. 
Thus, according to Briceno and Stagl (2006: 1542), “Consumption as the search 
for comfort and stimulation has been substituting for some of the voids created 
in increasingly more individualised societies. Thus, the lack of social relations and 
coordinated action seems to have the potential to intensify the demands being made 
from the world of material consumption.”
	 To sum up, the previous studies confirm the importance of social context and 
social norms and trust, in particular, as important drivers of household electricity 
consumption, and therefore, indirectly energy intensity. However, it does not 
consider social capital in its complexity; so, the importance of other social capital 
dimensions and sub-dimensions have remained unexplored.  The aim of this paper 
is to address this gap in the literature.

3. Data, Electricity Intensity Trends and Method

3.1 Data 

In the present study, data are related to social capital variables and electricity 
intensity for 21 Croatian NUTS-3 regions. The former were obtained by Borozan 
and Radman-Funaric (2016a), who conducted primary research through a 
questionnaire on a convenience sample (N = 1,695) in the period from 20 June to 20 
December 2012 in Croatia. The details of the questionnaire, the collection process, 
methodology and the model are described in their papers. Based on their database, 
Borozan et al. (2016b) calculated the average value of social capital variables for each 
Croatian region, which are also used in this paper. 
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	 Electricity intensity may be measured in different ways: as the ratio of energy 
consumption to a unit of measurement (e.g., GDP, GDP per capita, number of 
workers, floor space, disposable income) (EIA, 1999). The paper follows Mukherjee 
(2008), Inglesi-Lotz and Blignaut (2012) and others, who defined electricity 
intensity as the ratio of electricity consumption to GDP. To study trends and exclude 
the impact of inflation, GDP is given in constant Euro prices using 2010 as the 
base year. Since electricity consumption is measured in GWh and GDP in million 
EUR, this ratio is measured in GWh per million EUR (GWh/MEUR). GDP and 
household electricity consumption data for the period 2001-2013 were obtained 
from the Croatian Bureau of Statistics (CBS) and Hrvatska elektroprivreda (HEP), 
respectively. HEP is a leading Croatian electricity company. Electricity consumption 
data are related to 21 Croatian distribution districts used as proxies for the Croatian 
21 NUTS-3 regions. Household consumption covers the total usage of electricity for 
space and water heating, lighting and for all electrical appliances. 
	 In this paper, social capital dimension and sub-dimension variables are used as 
predictor variables, while electricity intensity of the household sector is used as the 
dependent variable. Besides them, per capita GDP and professional and university 
qualifications will be used as control variables, as described in Section 4.1.

3.2 The Dynamics of Electricity Intensity in Croatia

As an EU Member State, Croatia is committed to more efficient energy use at every 
stage of the energy chain. To reach the EU energy target of at least 27% energy 
efficiency improvement by 2030, the country set its own indicative national energy 
efficiency targets and designed numerous programmes, plans and actions (for the 
national energy efficiency policy background, see EIHP, 2015). For example, by 
2020, the national energy efficiency target expressed as the absolute amount of final 
energy consumption amounts to 293.04 PJ.
	 Average per capita household electricity consumption in Croatia in 2013 was 
1.5 MWh, which is slightly below the EU-28 average in 2013 (1.6 MWh per capita; 
Eurostat data, 2015). Above-average consumption is recorded in nine Croatian 
regions, which are more developed and more tourism-oriented and use electricity 
for space and water heating, but also for cooking and cooling. For this sector, the 
share of electricity in final energy consumption remained approximately the same 
over the period considered (i.e., 22%). 
	 Household electricity consumption increased annually by 2.73% in the period 
2001-2008, when the economy and living standards progressed, and when winter 
periods were colder, but decreased in the period of economic recession (2009-2013) 
by an annual rate of 9.92% (see Table 1). In the same periods of time, electricity 
intensity, measured in GWh/MEUR of GDP at 2010 prices, changed at an annual 
rate of -2.10% and +1.19%, respectively.  
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Table 1. Annual rates of household electricity consumption and intensity changes

	 Note:
	 * denotes regions of Adriatic Croatia;
	 the other regions (without *) belong to Continental Croatia

The same pattern of behaviour can be noticed at the NUTS-3 level, although there are 
significant differences in electricity intensity. Over the period under consideration, 
electricity intensity ranges between the lowest value at 0.1394 GWh/MEUR 2010 in 
2008 and the highest of 0.2138 GWh/MEUR 2010 in 2001. Figure 1 illustrates the 
evolution of energy intensity across Croatian NUTS-3 regions.
	 While there is a similar pattern in electricity intensity for the Croatian NUTS-
3 regions, the evolution in some of the regions shows heterogeneity in the series 
and across regions, and also the possible existence of significant structural break(s) 
occurring mostly at the beginning of the recession. Hence, at least two time periods 
can be noticed in the dynamics of the series, namely, before and during the recession 
(see Table 1). In Croatia, the recession started in the last quarter of 2008 and lasted 
until the end of 2014. Before the recession (2001-2008), which was particularly 
severe (GDP declined by approximately 13%), household electricity consumption 
increased, while electricity intensity decreased. However, during the recession, 
these behaviour patterns changed in most regions. In fact, household electricity 
consumption declined due to increasing electricity rates and food prices, decreasing 
disposable income and rising economic uncertainty in general, as well as due to 
warmer winter periods (particularly in the period 2011-2013), while electricity 
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intensity increased due to both a decrease in the electricity nominator and the GDP 
denominator. This is a common effect of economic downturns, already noticed in 
many other countries going through a similar economic situation (e.g., IEA, 2012; 
Nelder, 2013).

Figure 1. The evolution of energy intensity across Croatian NUTS-3 regions 2001-
2013

However, there is a distinguishing pattern in energy intensities of Continental 
and Adriatic regions and more and less developed regions in Croatia. Electricity 
intensity is generally higher in tourism-oriented regions, i.e., regions belonging 
to the so-called Adriatic Croatia (e.g., Split-Dalmatia, Zadar, Sibenik-Knin or 
Lika-Senj), and regions lagging behind (e.g., Vukovar-Syrmia or Brod-Posavina), 
while it is lower in more developed regions of the so-called Continental Croatia 
(e.g., the City of Zagreb or Varazdin). The former use more electricity per capita for 
space and water heating, cooking and cooling over the year (Adriatic Croatia) or 
generate less GDP while, at the same time, they use less electricity (regions lagging 
behind located in Continental Croatia). The latter use mostly natural gas for space & 
water heating and cooking, while they also generate more GDP. 

3.3 Method

Considering that there is little theoretical background to guide the selection of 
social capital variables for the household electricity intensity model, the stepwise 
regression method is chosen. It has already been used in energy or environmental 
modelling aiming to identify the most influential explanatory variables (e.g., Hygh 
et al., 2012 or Kavousian et al., 2013). To determine the best combination of social 
capital dimension and sub-dimension predictor variables, three variable selection 
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procedures were used: forward selection, backward elimination, and stepwise 
selection procedure. As usual, threshold values for F-to-enter and F-to-remove are 
set at 0.05 and 0.10, respectively. These procedures are briefly explained below, while 
more information about them may be found in Hinkle et al. (2003).
	 The forward selection procedure starts with no candidate variables in the model. 
Then, it selects the variable that has the highest F-to-enter statistics. At each further 
step, it selects the candidate variables that have an F-to-enter test higher than the 
threshold value. When none of the remaining variables is significant, the procedure 
stops adding variables. During this process, once a predictor variable enters the 
model, it cannot be deleted. In the backward elimination procedure, all predictor 
variables are entered into the regression equation. Then, the regression procedure 
successively removes variables with the smallest F-to-remove statistics, provided that 
this is below the threshold value for F-to-remove. In the case of the stepwise proce-
dure that combines the forward and the backward selection one, predictor variables 
are entered into the regression equation one at a time, based on F-to-enter statistics. 
More precisely, a particular predictor variable that demonstrates the highest bivariate 
correlation with the dependent variable (i.e., the highest F-to-enter statistics) is en-
tered first in the regression equation. The regression procedure then looks for the 
next significant variable, if any, at step two, and then produces regression results 
based on these two variables. This procedure is continued until all independent 
variables, with F-to-enter statistics above the threshold, have been entered into 
the equation. The method also examines whether the F-to-remove statistics of any 
variable previously added has fallen below the F-to-remove threshold. If so, the 
worst of them are removed, and then the procedure attempts to continue. It ends 
when no variable, either in or out of the model, has F-statistics on the wrong side of 
their respective thresholds. 
	 In addition to the stepwise regression method, the quantile regression method 
is employed. As stated by Koenker and Hallock (2001: 143), it is “an extension of 
ordinary least squares estimation of conditional mean models to the estimation of an 
ensemble of models for several conditional quantile functions”. The method enables 
the estimation of a linear relationship between regressors and a specified quantile of 
the dependent variable. This method provides deeper insights into the conditional 
distribution of the dependent variable by allowing the estimation of various quantile 
functions of a conditional distribution rather than using conditional mean analysis 
alone. Putting different quantile regressions together, the method also provides a 
more complete description of the underlying conditional distribution (Kuan, 2007). 
Moreover, no strong distributional assumptions are required, which makes this a 
robust method for modelling the relationship between regressors and a specified 
quantile of the dependent variable (Buchinsky, 1998; Kuan, 2007). For a detailed 
discussion of quantile regressions, one may refer to Koenker and Bassett (1978) 
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or Kuan (2007). Recently, quantile regression has gained much attention and wide 
applications in different fields, including energy and environmental economics (e.g., 
Kaza, 2010; Frondel et al., 2012; Aydin, 2017).
	 The general linear specification for conditional quantiles of the dependent 
variable of interest (yi) of an object i can be defined as follows

iii exy += β' ,								                (1)

where xi is a k x 1 vector of independent variables, et is an unknown error term and 
β is an unknown k x 1 vector of regression parameters that has to be estimated for 
different conditional quantile functions. To estimate them, the boostrap resampling 
method may be used, since it is more efficient in small samples and is robust to 
heteroscedasticity (Buchinsky, 1998).
	 The basic empirical model we estimate includes the following social capital 
variables: generalised trust and reciprocity (g_trust), institutional trust (i_trust), 
trustworthiness (t_trust), participation (part) and civism (civism). It is given by the 
following expression

intensityi = f (g_trusti, i_trusti, t_trusti, parti, civismi),			           (2)

where intenstiy denotes electricity intensity, the dependent variable in a region i (i = 
1,…, 21). Data are related to the year 2012. Descriptive statistics of the data used in 
the analysis is given in Table A1 of the Appendix. 

4. Results and Discussion

4.1 Results

There is a statistically significant negative bivariate correlation between electricity 
intensity and generalised trust and reciprocity (-0.382; p = 0.10), which means that, 
if households have more trust in other people in general, and, hence, if they believe 
more in honesty and others’ intentions to cooperate, they are more likely to use 
energy more efficiently. The dependent variable shows no statistically significant 
correlation with any other social capital variables. 
	 To assess the effect of the main social capital variables on household electricity 
intensity, stepwise regressions with three different selection procedures (stepwise, 
forward and backward) were run. 
	 Table 2 summarises the results using the stepwise procedure, including the raw 
and the standardised regression coefficients of social capital variables together 
with their t-statistics and significance. It should be made clear that results are the 
same regardless of the selection procedure chosen, and there is no evidence of 
multicollinearity.   
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Table 2. Stepwise regression results

	 Note: R2 = 0.257; F (1, 19) = 6.556, p = 0.019. Forward (Criterion: Probability-of-F-to-enter ≤ 
0.05); Backward (criterion: Probability of F-to-remove ≥ 0.1); Stepwise (Criteria: Probability-of-F-
to-enter ≤ 0.05, Probability-of-F-to-remove ≥ 0.1). SE = Standard Error. 

Energy literature has shown that besides social capital variables, economic and 
human capital variables may be important determinants for energy consumption 
and, therefore, electricity intensity. Hence, we introduced two additional variables: 
per capita GDP (GDP) and professional and university qualifications per 100,000 
inhabitants (graduates) as the control variables in our regression. Thereby, the 
former is used as a proxy for the level of economic development, while the latter 
is used as a proxy for human capital. The source of both variables is the CBS and 
descriptive statistics is given in Table A1 of the Appendix. Stepwise regression with 
three different selection procedures (stepwise, forward and backward) was run again; 
however, the final results remained the same as shown in Table 2. Nevertheless, since 
the method enables a model specification that strictly relies on statistical criteria, its 
results should be treated as preliminary, since further research is required.
	 To gain additional knowledge concerning the effect of social capital variables 
on electricity intensity, quantile regression with bootstrapped standard error was 
employed. This method allows us to estimate different parameter estimates for various 
conditional quantiles of electricity intensity distribution. In view of the heterogeneity 
of electricity intensity shown in Figure 1, this method can be particularly beneficial. 
The method is a generalisation of median regression analysis to other quantiles, and, 
particularly, the 0.25 quantile, median (0.5), and 0.75 quantile, in our case. 
	 The results of the 0.25 quantile, 0.5, and 0.75 quantile regressions for two models 
are shown in Table 2. Thereby, Model I, which refers to the social trust sub-dimension 
variables, is

intensityi = f (g_trusti, i_trusti, t_trusti, GDPi, graduatesi),			            (3)

while Model II, which refers  to social capital dimension variables, is
intensityi = f(s_trusti, parti, civismi, GDPi, graduatesi),			           (4)

where s_trust denotes social trust.  
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Table 3. Quantile regression results

	 Note: * p < 0.01; ** p < 0.05; *** p < 001. Coef = coefficient; Std. Err. = standard error.

According to the results shown for Model I in Table 2, generalised trust and 
reciprocity affect electricity intensity at median (0.5) and 0.75 quantile of electricity 
intensity at 1% significance level. In Model II, civism is statistically significant at 10% 
significance level in the 0.25 and 0.5 quantile regression models, while social trust 
is statistically significant at the same significance level in the 0.75 quantile model. 
In addition to social capital variables in the median and 0.75 quantile regression 
models, per capita GDP is significant at 10% significance level. 

4.2 Discussion

The stepwise model is statistically significant, F (1, 19) = 6.556, p = 0.019, and 
accounts for approximately 26% of household electricity intensity variance. This 
suggests that generalised trust and reciprocity can predict the dependent variable 
in a statistically significant manner. The impact of other social capital variables 
turned out to be insignificant. Additionally, the perception of generalised trust and 
reciprocity is negatively correlated with household electricity intensity. Furthermore, 
we find, from the quantile regression analysis, that social capital variables do not 
have a uniform impact on electricity intensity. Model I shows that generalised trust 
and reciprocity have a significant effect on electricity intensity at median and 0.75 
quantile, i.e. in tourism-oriented regions and regions lagging behind. In these two 
regressions, selected variables account for 39% (Q0.5 regression) and 50% (Q0.75 
regression) of household electricity intensity variance. In Model II, social trust 
turned out to be an important determinant of electricity intensity in the same 
regions, i.e., tourism-oriented regions and regions lagging behind, indicating that 
these regions use electricity in a less efficient way.  This can be indirectly supported 
by Bohdanowicz et al. (2015), who claim that tourism uses significant amounts of 
energy for providing comfort and services to guests, but, typically, at an alarmingly 
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low level of energy-efficiency; besides, Irsag et al. (2012) as well as Borozan and 
Borozan (2017) have shown that there is significant margin for energy savings in 
the tourism sector in Croatia. In addition, many other authors (for a review, see 
Bjornskov, 2017) confirmed that trust is more important in less developed countries 
and regions.
	 Generalised trust may be defined as generalised expectation that other people 
are generally trustworthy and honest, while its level is determined by general 
expectations of individuals related to social motives of other people or the nature 
of the world (Jones et al., 1997). Reciprocity implies that people are obliged to repay 
in kind what another person will provide for them in the future (Cialdini, 2006). 
Hence, it represents a basis for building a continuing relationships and mutual 
exchanges, as well as social norms. 
	 An important role of trust and reciprocity in energy efficient behaviour has 
already been recognised in promoting cooperation among individuals and groups 
of people, contributing to the economic performance of firms (Cooke and Clifton, 
2002) and countries (Inglehart, 1997; Norris, 2002), as well as in coserving the 
environment (Ostrom, 1990; Ostrom and Ahn, 2003; Carattini et al., 2015). At a 
micro level, social capital reduces transaction costs (Zak and Knack, 2001) and 
generally promotes collective action (Coleman, 1988; Putman et al., 1993). 
	 When it comes to the role of generalised trust and reciprocity and social trust, 
in general, in energy efficiency behaviour and pro-environmental behaviour, the 
results observed in our study are in line with previous studies (for a review, see 
Volland, 2016); namely, other studies confirm that more trusting people tend to buy 
environmentally friendly products (Gupta and Ogden, 2009), use more collectively 
desirable commuting options (van Lange et al., 1998) or support pro-environmental 
policies (Irwin and Berigan, 2013). Moreover, Carattini et al. (2015) demonstrated 
that countries with a higher share of trusting citizens have lower per capita energy 
consumption and, subsequently, emit considerably fewer greenhouse gases per 
capita, while Volland (2016) revealed that trust is negatively correlated with 
household energy demand.
	 According to the result of the 0.25 quantile and median regressions, civism, i.e., 
the perceived absence of opportunistic, self-interest behaviour by fellow citizens, 
such as corruption or tax evasion, turned out to be an important determinant 
of electricity intensity only in more developed regions. This is not unusual; for 
example, Ruth (2002), as well as Fortelny (2014) highlighted that the energy sector is 
a prime target for corruption and that theft and other kinds of corrupt activities are 
more intensive in less developed countries. Furthermore, Fredriksson et al. (2004) 
demonstrated that corruption reduces energy efficiency. For the same sample, 
Borozan et al. (2016b) revealed that the perception of civism represents a strong 
direct predictor of relative per capita household electricity consumption in Croatian 
NUTS-3 regions.
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	 The absence of a statistically significant relationship between other social 
capital variables and energy intensity is not consistent with some research findings. 
For example, Allcott (2011) observed that adjustment of norms conditioned by 
consumption of neighbours leads to reduction in electricity consumption in 
one’s own household. Marbuah and Gren (2015) showed that trust in national 
government helps reduce CO2 emission levels in 21 counties in Sweden. McMichael 
and Shipworth (2013) emphasised the role of social networks for informing 
community-based energy-efficiency programmes. Borozan and Radman-Funaric 
(2016a) found out that social capital variables show strong mutual correlation. So, 
further research should shed more light on the causal relationship between such 
variables, and the mechanism that enables the transformation of their influence on 
energy efficiency. 
	 The paper indicates that per capita GDP is a statistically significant determinant of 
electricity intensity in the median and 0.75-quantile model, i.e. in tourism-oriented 
and less developed regions. However, the estimated value is very low, indicat-
ing that per capita GDP had little influence on electricity intensity even in these 
regions. Generally, poorer regions have fewer opportunities to build new energy-
saving buildings, buy new low energy-consuming equipment or products or invest 
in energy-saving innovations. However, increased income may lead to a decrease in 
household electricity intensity. Recent studies have also shown that energy efficiency 
generally improves as an economy develops (World Bank, 2001; Wu, 2012). On the 
contrary, human capital, operationalised by means of the number of highly educated 
people, does not seem to matter much at each quantile regression in this study. Cer-
tainly, one should expect that educational level significantly influences electricity 
intensity, i.e. that people with tertiary education are more aware of and concerned 
about efficiency and other pro-environmental issues. However, this study is related 
to the recession year, when even highly educated people were less inclined to under-
take investment in new energy-saving appliances and innovation in general. Hence, 
it might be worthwhile to conduct the same research when the economy is going 
through an expansionary phase.
	 The values of the coefficient of determination indicate that social capital and 
other selected variables, albeit not negligible, are not the only determinants of 
energy intensity; hence, further research should extend the list of considered 
predictor variables. Moreover, bearing in mind the disadvantages of stepwise 
methods, alternative methods may also be used to select an optimal model for 
energy intensity. Finally, further research should take into consideration the fact 
that electricity intensity may be calculated in different ways (Nelder, 2013). 

5. Conclusions

Electricity efficiency has become an important topic for energy policy authorities 
since it contributes to reaching EU energy policy targets. It has also attracted a 
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growing interest by researchers trying to explain the dynamics and determinants 
of energy and, particularly, electricity efficiency. Their results indicate that 
electricity intensity has been reduced over the last years, but, also, that its values 
vary significantly between countries and regions, depending on development stage, 
composition of GDP, share of the electricity sector in gross output and energy use, 
state of technology, price of electricity, and the like. They also indicate that energy 
efficiency behaviour and decisions are framed within a given social context and 
driven by social norms. 
	 Bearing in mind that electricity consumption may cause economic growth and 
development, and that the household sector is an important electricity-consuming 
sector, this paper analysed the dynamics of electricity efficiency measured by 
electricity intensity in the household sector in 21 NUTS-3 Croatian regions during 
the period 2001-2013. The results show that household electricity efficiency in 
Croatia is unevenly distributed and also dependent on economic conditions. They 
reveal that electricity intensity is generally higher in tourism-oriented regions and 
regions lagging behind, while it is lower in more developed regions. Furthermore, 
household electricity behaviour in Croatia confirms the known effect of economic 
downturns: electricity consumption decreases during a severe economic downturn, 
while, at the same time, electricity intensity increases. 
	 The present paper followed the assumption that consumption is deeply rooted 
in the social context and that social capital may contribute to its reduction. 
Consequently, it evaluated the effects of social capital variables on electricity 
intensity in the household sector by using the stepwise regression method. Results 
suggest that generalised trust and reciprocity have statistically significant influence 
on electricity intensity, implying that, if household members have more trust in 
other people, descriptive and injunctive norm messages of electricity consumption 
of their neighbours may contribute to their more pro-environmental consumption 
and behaviour, in general. In addition to the stepwise regression method, the paper 
employed the quantile regression method to gain new knowledge on the effects of 
social capital variables on electricity intensity. We find that they do not have a uniform 
impact on electricity intensity. While social capital variables, except for civism, do 
not have much effect on electricity intensity in more developed regions, they do have 
a statistically significant effect on electricity intensity in tourism-oriented regions 
and less developed regions. This influence is primarily associated with social trust 
(generalised trust and reciprocity, in particular) and civism.
	 Further research should shed more light onto the causal relationship between 
variables, as well as the mechanism that enables the transformation of their influence 
on energy efficiency. Certainly, social capital variables, although not negligible, are 
not the only determinants of energy intensity. Hence, further research should also 
extend the list of predictor variables considered, and use alternative methods to 
select an optimal model for energy intensity. 
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Appendix

Table A1. Descriptive statistics

	 Note: * Graduates from professional and university study programs per 100,000 inhabitants;
	 Obs = Observation; Std. Dev. = Standard Deviation.
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Abstract  
I argue that the impact of piracy engines for scholarly content on science depends 
on the nature of the research. Social sciences are more likely to reap benefits 
from such engines without inflicting much damage on journal publishers’ 
revenues. To validate the claim, I examine the data from illegal downloads of 
economics content from Sci-Hub over a five-month period. I conclude that: (a) 
the extent of piracy in economics is not pervasive; (b) downloads mostly occur in 
under-developed countries; (c) users pirate even content that is freely available 
online. As a result, publishers are not losing much revenue, while exposure to 
generated knowledge is extended.
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1. Introduction

The idea of open science has challenged many science and publishing stake-holders 
for years. Many have argued that pricing practices by mainstream scientific journal 
publishers have built walls around knowledge precluding a large number of 
researchers and members of the general public from accessing a public good. Some 
have even compared this ‘paywall’ to the Berlin Wall, dividing east and west, during 
the Cold War period (Oxenham 2016).
	 This becomes particularly problematic in regards to knowledge generated 
through publicly funded research. Some claim that eliminating scientific journal 
publication from the knowledge creation process will lead to annual savings of 
$9.8bln of public money (Brembs 2016). Many years of contemplation by public 
funding bodies have resulted in clear actions concerning institutionalising open 
access. Best examples of such cases are the NIH Public Access Policy (National 
Institutes of Health 2009) and the Guidelines for Open Access to Publications and 
Data in Horizon 2020 (European Commission 2016).
	 One of the major arguments made for open access science is the fact that scientific 
journal publishers have high profit margins. However, the problem is somewhat 
more complex and involves understanding the incentives of various stakeholders 
in the knowledge creation process. Discussions around the ‘new economics of 
science’ have advanced in the last two decades and demonstrate the subtleties of the 
problem (Partha and David 1994; David 1998). This stream of literature provides 
a framework for thinking about complex inter-dependencies between academic 
science and technological progress, which pass through private and public R&D 
efforts and the organisation of science.
	 In any case, the rise of ‘open science’ is a fact. This move can be illustrated by three 
distinct developments: the first one is the emergence of open access journals. A good 
example of this development is PLoS suite of journals, the highest impact one among 
them being PLoS One, which has managed to dramatically increase its attractiveness 
since its establishment in 2007. The number of articles published by the journal has 
increased over 20 times in the 10 years of its existence and it has managed to achieve 
an impact factor of 2.8. In a similar vein, many non-open access journals have also 
joined the initiative to provide authors with the option of making the published 
article open access (for a fee). For example, Springer provides this option for most of 
titles it publishes. There are current collective efforts to further such arrangements 
between publishers and content consumers (Vogel and Kupferschmidt 2017).
	 Open access to publication is believed to increase the impact of research. As 
a result, the number of open access articles published has skyrocketed over the 
last two decades (Laasko et al. 2011). However, evidence supporting the greater 
impact of open access research is not clear-cut. While some researchers find a posi-
tive impact through open access reflected on their citation count (Antelman 2004, 
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Eysenbach 2006), others find no evidence of open access advantage (Davis et al. 
2008, Gaule and Maystre 2011). Nevertheless, open access publications do seem to 
have a clear-cut advantage in terms of non-academic dissemination, (Tennant et al. 
2016).
	 The second development along the lines of open science development is the trend 
of journals pushing for openly sharing data contained in scientific publications. This 
has become an all-encompassing phenomenon, covering journals from both open 
and closed access sides of the spectrum, as well as universities and other public and 
private institutions. Similar to open access publishing, open access data is thought 
to facilitate the advancement of science by promoting further research and innova-
tion (Nature 2015, Silva 2014). However, significant challenges faced by main actors 
have been identified in this direction, too (Perkmann and Schildt 2015, Wainwright 
et al. 2016).  The main challenge here is to overcome the disincentive of private 
institutions to share their scientific output, because of their unwillingness to share 
their proprietary data.
	 The third and perhaps most controversial and radical development has been the 
development of channels to circumvent paywalls, which usually entails a violation 
of copyright laws. These range from crowd-sourced research sharing (e.g. using a 
hashtag #icanhazpdf to ask other researchers to download and send an article to 
which not all individuals have access) (Caffrey Gardner and Gardner 2016) all the 
way to creating digital piracy engines that provide free access to scientific content 
illegally. Publishers have pushed back hard on such developments (Singh Chawla 
2017).
	 The most famous of this sort of services is Sci-Hub. Sci-Hub was created in 2011 
and now notches tens of thousands illegal downloads a day. Among researchers, the 
service is seen as a portal giving a chance to scholars from poorer countries to access 
cutting-edge research in all fields of study (Greshake 2016).
	 Up until very recently not much has been known about the size and geographical 
breakdown of Sci-Hub operations. Thus, the poor-country enabler status of Sci-Hub 
could not have been verified.  However, recently the data on five months of downloads 
from the Sci-Hub service have emerged (Elbakyan and Bohannon 2016). These data 
show that Sci-Hub contains 68.9% of all published scholarly articles (Himmelstein 
et al. 2017).1

1. According to the interactive browser available at https://greenelab.github.io/scihub/, the coverage 
of the top five economics journals (which are at the focal point of this article), comes to around 
73.1%. Four journals (American Economic Review, Econometrica, Quarterly Journal of Economics 
and Review of Economic Studies) have coverage rates above 97%. The coverage of the Journal of 
Political Economy is estimated at 36.4%, which is relatively low. However, due to the complications 
presented by the DOI assignment policy of the publisher, which is discussed later in the paper, 
this coverage value might be severely under-estimated.
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	 The analysis of raw server data allows Bohannon (2016) to conclude that the 
service is used not only by researchers in less-developed countries, but also in the 
developed world, where researchers usually have institutionally-paid access to 
scientific content. Based on this finding, the author advances another reason for 
Sci-Hub popularity – simplicity of use when compared to legal alternatives.
	 This sheds new light on the ongoing discussion about the positive and negative 
impacts of Sci-Hub on science and publishers’ revenue. To clarify the matter, it is 
useful to make a clear distinction between two types of research. The first part of 
the scientific research can be commercialised. These are studies that report scientific 
advances which companies can use to generate revenue streams. As a result, owning 
(and enforcing) copyright for these studies and charging high fees for accessing the 
content is justified. Most of this research focuses on natural sciences. The second 
part of scientific knowledge is not for commercial purposes and becomes the basis 
for further (public) knowledge generation.2 These are findings which do not have 
immediate revenue-generating applications. Such research only creates footing for 
further advances, yielding higher future research output and possible monetising 
opportunities. Most research in social sciences belongs to the latter category.
	 Therefore, I argue that the positive effects of Sci-Hub on research and potential 
damage inflicted on publishers will strongly depend on whether the research in 
question concerns natural or social sciences. Social science has a lot to potentially 
gain from such piracy engines, while publishers in natural science journals have a lot 
to lose.
	 Bohannon’s (2016) analysis makes no distinction between natural and social 
sciences. He uses all download requests received by Sci-Hub servers. Given that 
natural science publications are more numerous, when compared to their social 
science counterparts (by, perhaps, as much as one order of a magnitude), these 
findings may be hiding interesting details, when it comes to social science. The 
analysis of Sci-Hub data by Gershake (2017) further reveals that there is no single 
social science journal that appears among the top 20 most pirated journals.
	 Here, I examine Sci-Hub download data in order to get a sense of the scale of 
piracy in social sciences as an example of economics. Identifying all social science 
publications is virtually impossible, but problem can be approached by concentrating 
on one sub-field. I chose economics, due to the clear and long-standing ranking 
of relevant top scientific journals, which allows us to identify the most pirated 
content and draw conclusions about the overall extent of piracy. I also analyse the 
geographical decomposition of download requests in order to shed some light on 
the convenience hypothesis concerning Sci-Hub usage by economics researchers.

2. Of course, commercially useful knowledge also constitutes such a basis.
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2. Data

I use the data comprising all download requests received by Sci-Hub servers between 
October 2015 and February 2016 (Elbakyan and Bohannon 2016). This entails a 
total of 22,915,621 download requests. Data have been anonymised in order to 
protect users’ identity. To this end, IP addresses have been aggregated to the nearest 
city location. Thus, data contain the city and the country from which the download 
request was received. The data contains the Digital Object Identifier (DOI) of the 
article requested. There is no other information about the article requested.
	 Therefore, identifying articles from the economics field is a challenge. Clearly, not 
all economic articles can be identified. Therefore, I proceeded as follows. The field 
of economics is dominated by few highly regarded journals. The general consensus 
is that these top journals contain the most robust and cutting-edge research. 
Therefore, the quality of these articles is the highest in the entire relevant field. They 
also represent general interest journals, as opposed to narrow field-specific journals, 
such as the Journal of Economic Growth or the Journal of Labor Economics. Therefore, 
all else being equal, if a researcher wants to download a paper, they are more likely to 
opt for the piece that has been published in a top journal.
	 Therefore, I argue that content downloads from top economic articles will 
fairly approximate downloads received by the field of economics. This is definitely 
so for top economic content downloads, i.e. top journals pirated, which is very 
likely emerging from analysing the origin of the download. As a consequence, I 
concentrated on downloads from the top five economics journals. These jour-
nals are American Economic Review (AER), Quarterly Journal of Economics (QJE), 
Journal of Political Economy (JPE), Econometrica (ECTA) and Review of Economic 
Studies (REStud). The publishers of four of these five journals use a journal-specific 
DOI assignment procedure, which allows us to identify articles belonging to these 
journals fairly easily. One publisher, The Chicago University Press, which publishes 
JPE, assigns DOI across all of its journals, in what seems to be a random manner. 
This complicates the identification of JPE articles. To overcome this, I generated 
citation reports for all JPE articles available on ISI Web of Science, which collects 
all articles starting from 1956. These reports include the DOI for each article, which 
allows us to identify JPE articles in the data.3

	 This clearly reduces the working dataset drastically to 2,147 observations and 
represents only less than 0.01% of the entire dataset.

3. I am still missing JPE articles prior to 1956. However, our analysis shows that researchers are 
overwhelmingly interested in recent articles in Economics. This confirms Greshake’s observation 
(2016) about the level of all scientific fields; he finds that Sci-Hub searches are dominated by 
recent content. Therefore, missing articles published over 60 years ago are not likely to generate a 
significant number of illegal downloads.
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	 Before carrying out the analysis I removed duplicate downloads from the raw 
data, something that had not been done by Bohannon (2016), as confirmed by the 
author in a private e-mail. It should be noted that these are raw server log file data. 
They contain all page load requests received by Sci-Hub servers. Because Sci-Hub 
operation directly depends on the operation of the Internet, which is known to be 
problematic in many under-developed countries, duplicate downloads are likely. 
When the user refreshes the browser that is still in the process of loading the article, 
the server registers an additional download request. If I had the original IP data, 
these kinds of downloads could have been completely screened out. However, given 
the data anonymisation, I had to work with the download time-download location 
pair of variables. In order to screen out multiple records for one actual download, 
I identified groups of downloads for the same paper that occurred from the same 
city within five minutes from one another. When the most downloaded economics 
article has only been downloaded 18 times during the five-month period, with three 
downloads from a small town in Iran within a few seconds from each other, it is 
clearly suspicious. For each of these identified groups I retained only one download 
in our final dataset. This eliminated 64 observations and left us with the final dataset 
of 2,083 downloads for 1,096 distinct papers. 

3. Analysis

A number of 2,083 downloads over the span of five months implies an average of 
about 417 downloads per month for all the content generated by the five economics 
journals in our sample. This means that economics piracy numbers are not all that 
impressive. This can be explained by the fact that researchers in economics do not 
need to pirate (much). A large portion of published economic content is available in 
pre-print versions on SSRN or exists in the public domain in various working paper 
formats aggregated by RePEc. However, it might also be that Sci-Hub is not that 
widespread in the field under investigation.
	 Table 1 presents the ranking of the most downloaded papers. The most pirated 
economics article (Helpman et al. 2010) has only been downloaded 18 times over a 
five-month period. It is also noticeable that people pirate recent articles. Four out of 
nine papers on the list are from 2015 and the oldest paper is from 2004. Quarterly 
Journal of Economics accounts for four papers on the list, Journal of Political Economy 
accounts for three.
	 Table 2 presents the analysis at the journal level. In order to compare journals 
properly, I have to acknowledge that journals have generated different sizes of article 
stock. Obviously, more articles imply more potential downloads. In order to take this 
into account, I gathered data from ISI Web of Science (WoS) about the total number 
of articles published by each journal to date. Even though the WoS coverage is not 
complete, it is rather extensive for all five journals. I used the number of articles on 
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WoS platform to estimate the total output of each of the journals, assuming that 
journal output has stayed constant over time. As JSTOR completely covers all five 
journals and the moving wall is rather short in all cases, I can be certain that one has 
access to all publications from these five journals on Sci-Hub. The last two columns 
normalise downloaded data by using information on the journals’ total output. 
	 It is apparent from Table 2 that users are not interested in the great majority of 
articles published by the top five economics journals. This is not surprising, as most 
scientific articles (even in top journals) do not receive any citations. Even though 
American Economic Review’s piracy numbers are the highest in absolute terms (365 
articles downloaded at least once during the period between October 2015 and 
February 2016), the Journal of Political Economy seems to be the most attractive 
outlet for Sci-Hub users (over 0.4% of the journal’s output has been downloaded at 
least once during the five-month period). 
	 Numbers show that JPE tops the rankings in both relevant measures, namely, the 
number of downloads per published article and the pirated articles as a share of the 
journal’s total output.

Table 1. Top downloaded economics articles

Table 2. Top downloaded economics journals				  
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	 Table 3 presents the countries where the content has most frequently been 
downloaded from. As one can see, similar to the aggregate analysis by Bohannon 
(2016), developed countries like the US, Germany and France, make it into the top 
10 countries pirating economic content. Gershake (2016) also reports the positive 
correlation between a country’s GDP level and piracy activity on Sci-Hub.

Tabel 3. Top downloading countries			 

Therefore, the analysis based on absolute numbers points to the same direction 
as that indicated by Bohannon (2016) – everyone is downloading pirated papers. 
However, a more accurate picture has to take into account the size of the research 
bodies in each of the countries. The best measure for this would be the number of 
economics researchers in each country. However, such data is not available. We can 
follow Gershake (2016) and use country population to proxy such a measure. The 
yearly downloads normalised by the population are presented in Table 3.
	 We also have to acknowledge that developed countries spend more on education 
and, therefore, are likely to have more scientists per inhabitant. Therefore, I created 
another proxy, which is the number of economic institutions registered with the 
RePEc service. These measures clearly show that downloads from the US, Germany 
and France are a tiny fraction of their scientific operations. However, downloads 
from Iran and Indonesia, as well as those from Malaysia, Pakistan and China are one 
order of magnitude higher.

4. Discussion

All in all, even if there are a few downloads in virtually every country in the world, 
I see that Sci-Hub is beneficial to, mostly, developing countries, when it comes to 
economics. This is in some contrast to the overall findings reported by Bohannon 
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(2016). Downloads in developed countries arguably occur because Sci-Hub is very 
easy to use, when compared to usual university subscriptions. In order to examine 
the validity of this claim, I also looked into the download activity generated by the 
content of the Journal of Economic Perspectives (JEP). JEP is an open access journal 
and, therefore, requires no piracy. Yet, over the five-month period, Sci-Hub users 
requested its content 177 times, which is comparable to similar statistics from the 
top five economics journals shown in Table 2. This seems to confirm the hypothesis 
of convenience usage.
	 In fact, a quick Google search for the nine most pirated economics articles from 
Table 1 also points to convenience as the main motivator behind Sci-Hub usage. 
Google search results, presented in Table 4, reveal that either journal typeset articles 
or working paper versions are freely available online for all top pirated economics 
articles.

Table 4. Online accessibility of most pirated economics articles	

Ultimately, the overall impact of Sci-Hub on economics can be evaluated as positive. 
Researchers in under-developed parts of the world get access to important content. 
At the same time, there is no indication that publishers are not losing (much) 
revenues. Firstly, elimination of Sci-Hub would hardly result in any subscriptions 
from underdeveloped country university libraries. Secondly, the extent of 
downloading is very low, perhaps due to a large number of popular working paper 
distribution services. Economics is not the only sub-discipline in which advantages 
of Sci-Hub hugely exceed its costs. Similar findings were reported by Timus and 
Babutsidze (2016) with respect to European Studies. One could argue that this is a 
general pattern for social sciences.
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	 Yet, Sci-Hub does not discriminate between social and natural sciences and 
weighing its costs and benefits should take into account natural sciences. In this 
respect, it is important to be precise about what sort of service Sci-Hub provides to 
its users. It allows them to view and download the article, but the right for any legal 
use of the content remains with the publisher (Priego 2016). Therefore, Sci-Hub 
cannot inflict any losses on publishers other than un-sold journal subscriptions. As 
a result, one may argue that Sci-Hub is beneficial to scientific journal publishers (not 
only authors) by popularising their content and creating an additional dissemination 
channel (Priego 2016), much like Google’s book previews or journals’ free access 
issues.
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